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Foreword

The annual Association for Computer-Aided Architectural Design Research in
Asia (CAADRIA) conference provides an international community of researchers
and practitioners with a venue to exchange, to discuss and to publish their latest
ideas and accomplishments. These proceedings, consisting of two volumes,
contain the research papers that were accepted for presentation at the 27th
International CAADRIA Conference, organised jointly by the University of New
South Wales, The University of Sydney, and the University of Technology
Sydney.

The work collected in these volumes has been produced during extraordinary
circumstances, as the Covid-19 pandemic has continued to impact working and
living conditions. Papers have been written, reviewed and edited throughout
lockdowns, challenging family situations and health crises. The high number of
submissions and quality of the papers is a testament to the resilience and strength
of the CAADRIA community.

The papers in this publication have been selected through a two-stage, double-
blind peer review process. All reviews and papers have been evaluated by the
Paper Selection Committee. After receiving an initial 488 abstract submissions, a
final set of 150 full papers has been selected for publication. We thank all authors
for their contributions to the process and congratulate the accepted paper authors.

The papers in these proceedings are specifically selected for their contribution
to this year's conference theme, following the conference organisers' call for
authors to position their work in relation to the United Nations Sustainable
Development Goals (SDGs). As the world is experiencing the increasing impacts
of climate change, there is an urgent need to reflect on the potential of the latest
research in architecture, urbanism and construction to address these global
challenges.

Our special thanks go out to our more than 180 international reviewers, who
volunteered their valuable time and effort. We also thank the organising team in
Sydney for developing the 2022 CAADRIA Conference as a strong collaborative
effort between academic institutions, industry and practice. We thank Gabriel
Wurzer for his support during the proceedings' final production stage, and for
facilitating their publication via the open access database CumInCAD.org.
Finally, we sincerely thank the CAADRIA community for offering us the honour
to serve as members of the paper selection committee for Post-Carbon, the 27"
International CAADRIA Conference 2022.

Jeroen van Ameijde  The Chinese University of Hong Kong (Chair)

Nicole Gardner University of New South Wales
Kyung Hoon Hyun Hanyang University
Dan Luo University of Queensland

Urvi Sheth CEPT University
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Theme: ‘Post-Carbon’

An increase of the world population to up to 10 billion people by 2050, coupled
with a current continued economic growth, digitalisation, and infrastructural
expansions in many countries require us to reconsider the global carbon impact.

The consequences of the fourth industrial revolution and resulting climate
changes can be directly and physically experienced as phenomena around the
globe and by many of us; as coastal and river floods, cyclones, bushfires, air
pollution, a decline of resources, and diminished natural habitats.

In this context, computational design, simulation, analysis, fabrication, and
management allow us to evaluate, understand and forecast trends and
consequences of connected impacts across multiple disciplines. In a post-carbon
framework, computation can be applied for improving the quality, sustainability,
and resilience of the architecture, infrastructures and public resources of the built
environment.

Consequently, the conference theme ‘Post-Carbon’ seeks profoundly different
approaches to identify closer dialogues, better collaboration, increased agency and
effective ways to address a world in which climate change has become a reality.
We specifically call for papers that address the UN Sustainable Development
Goals as we are forced to live with extreme climate, live with limited resources
and live with reduced biodiversity.

In 2022 we bring again together academics, researchers, and practitioners
involved in contributing to applying computational design methods, tools, and
processes towards achieving a post-carbon future of the architecture, engineering
and urban design sector.

Yet to strengthen the focus on Post-Carbon issues, for the first time in the
CAADRIA history we explicitly asked authors to nominate UN SDG’s
(Sustainability Design Goals) as keywords for their paper submissions. This
allowed a later search for SDGs in the CuminCad platform and linked technical
topics in computational design research with SDGs. The conference discusses and
presents including but not limited the following topics:

o Digital Representation and Visualisation

e Qenerative, algorithmic & evolutionary design

e Urban Analytics and Smart Cities

e Theory, Philosophy and Methodology of Computational Design
o Artificial Intelligence & Machine Learning for Urban Design

e Computational Design in Education

e Building Information Modelling

e Digital Heritage

e Robotics & Digital Fabrication in Construction and Fabrication
e Virtual and Augmented Reality

o Artificial Intelligence & Machine Learning
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¢ Innovative material systems and 3D printing
e Environment performance based design and sustainability

A further novelty is that this conference is a joint conference between three
Sydney universities. We, as General Chairs, have the belief that a post-carbon
future and changing the contribution and impact of the Architecture, Engineering
and Construction sector to climate change is challenge that need to bring academic
and industry partners together and we have planned this CAADRIA conference
as a starting point to work closer together and address climate change through a
computational design lens.

Conference Organisers & Hosts,

Dagmar Reinhardt ~ The University of Sydney

Tim Schork University of Technology Sydney
M. Hank Haeusler University of New South Wales

{https://caadria2022.org}
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About CAADRIA

The Association for Computer-Aided Architectural Design Research in Asia
(CAADRIA) promotes teaching and research in CAAD in the larger Austral-
Asian and Pacific region supported by a global membership.

CAADRIA was founded in 1996 with the following objectives:

e To facilitate the dissemination of information about CAAD among Asian
schools of architecture, planning, engineering, and building sciences.

e To encourage the exchange of staff, students, experience, courseware, and
software among schools.

e To identify research and develop needs in CAAD education and to initiate
collaboration to satisfy them.

e To promote research and teaching in CAAD that enhances creativity rather
than production.

CAADRIA organizes among others an annual conference, the first of which
was held in 1996 in Hong Kong. Since then, 26 conferences have been held in
Australia, China, Hong Kong, India, Japan, Korea, Malaysia, New Zealand,
Singapore, Taiwan, and Thailand. The annual CAADRIA conferences provide an
opportunity to meet, to learn about the latest research, and to continue the
discourse in the field. The 27" conference, in 2022, is hosted jointly by three
universities located in Sydney, Australia: the University of New South Wales, the
University of Sydney and the University of Technology Sydney. CAADRIA 2022
is held mainly as a virtual conference, continuing the Association’s mission to
bring together researchers, practitioners and schools of the Asia-pacific region at
an extended time of global Covid-19 related travel restrictions.

CAADRIA is one of the four founding organizations of the International
Journal of Architectural Computing (IJAC), and typically co-edits one issue each
year. IJAC is published by SAGE in both paper and electronic versions.

Christiane M. Herr
President, CAADRIA
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Keynote Panels

Whereas conferences are often stimulated and enriched by keynotes reporting on
advancements in research, industry and applications, the Pandemic situation has
enabled us to virtually and globally participate in such keynotes for the last two
years.

CAADRIA in 2022 pursues a different trajectory in the format of four explicit
roundtable conversations, to create direct exchanges and interactions between key
agents from research, industry, councils, or planning that directly impact on the
discussions for a post-carbon future. The aim is to bring stakeholders, operating
at the front face of post-carbon challenges in contact with the computational
design community to facilitate meaningful discussions leading to potential
pathways of novel methods and tools to address climate change.

As tackling the UN's Sustainable Development Goals is a pressing issue that
requires great resources and insights into vast amounts of information and data,
we believe that computation and computing can play an important role to
accelerate the speed of how these problems are addressed. Yet as Ostwald (2017)
observed when studying research of the CuminCAD community published
between 1995 - 2017 our research faces the “the dangers of self-referentiality and
insularity, the possible loss of grounding in industrial or professional needs and
applications, and the lack of consideration of a growing number of problems
facing the modern world” - naming “themes include crime, homelessness, politics,
poverty, gender, emotions, ethics and violence” as often absent as application of
research findings.

Hence the proposed format of the panel discussions as a wake-up call for the
community - to take action and to actively develop, discuss and share the
advanced knowledge we have developed in the last decade towards direct
applications for real life and pressing problems.

Topics as listed earlier that the conference discusses and presents must be
brought into the direct social, cultural or philosophical context of which they can
be applied to. Research in computational design must find its place as solvers for
design, simulation and analysis, so that we can project and forecast pathways to a
better future - across different scales and multiple threads. The following four
panel formats and panel members were selected:
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Keynote Panel 1 (Computational to Sustainable Computational)

When We Delivered Digital Architecture in Australia and What We Would
Deliver Now

While Digital Architecture has successfully entered architecture and the built
environment worldwide, how can we now approach a digital sustainable
architecture? Twenty years ago, an Australian Research Council funded research
into ‘Delivering Digital Architecture’ in Australia. led by Prof. Mark Burry and
Prof. Mike Xie. The research focus at the time centred around the observation that
“design, documentation, and off-site prefabrication of numerous recent major
international architectural projects, were achieved with evolving integrated 3D
digital methods”. It pointed out that, at the time “local understanding and uptake
of the opportunities is still very low [in Australia]”, and that joining these
opportunities could result in “a huge cultural dividend to Australia from greater
affordable freedom of architectural expression”. While it is arguable if digital
architecture has been already fully delivered in Australia and the cultural dividend
could have been cashed in, this discussion wants to focus on the future as a post-
carbon future. Thus, it discusses with experts who aimed to deliver digital
architecture at the time on how a digital sustainable architecture can be delivered
over the next decade to meet 2030 carbon reduction goals.

This discussion will set the scene for the conference as it reflects and unpacks,
after a short overview of “we delivered digital architecture in Australia”, current
motivations, barriers, and opportunities to a digital sustainable architecture. Focus
on this online forum will holistically discuss research to education to practice with
a national and international perspective.

Panel:

Prof Mark Burry (Swinburne, Melbourne, Australia)

Prof Mike Xie (RMIT, Melbourne, Australia)

Prof Mette Ramsgaard Thomsen (CITA, Copenhagen, Denmark)

Prof Philip Yuan (Tongji, Shanghai, China)

Prof Areti Markopoulou (IAAC, Barcelona, Spain)

Louise Wotton (Regional Computational Design Lead NZ Aurecon
Wellington, New Zealand)

SNk LD =

Moderator:

Prof Michael Ostwald (UNSW, Sydney, Australia)
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Keynote Panel 2 (Urban / Systems)

The Role of Digital Disruptors in Assisting the Design of Resilient Cities

Are digital tools and platforms in the AEC industry only for developers to increase
profits or do they have potential in creating an equal and just city? Over recent
years AEC platforms have gained global prominence and raised millions of
dollars of capital. But not only overseas, local Sydney AEC platforms have
positioned themselves successfully on a global market and started interrupting the
AEC sector. Focus of these platforms are in: “revolutionises the way property
professionals find, assess and design sites. Transform your months’ long process
into a ten-minute analysis” (Archistar, 2022), “conducting site analysis in real
time with architectural design” (Giraffe Technology, 2022), or to provide “an end-
to-end digital platform that provides the property and construction industry with
insights and clarity never experienced before” (Podium). But do they address the
UN’s SDGs and help with a post-carbon future? If they do so, what tools exist for
improving the urban condition? Where are future directions and initiatives in
urban design and what are current and future obstacles?

The discussion in this face-to-face panel aims to unpack the opportunities
within digital transformation and disruption of the AEC sector towards a
sustainable digital approach by inviting a panel of PropTech and RealTech CEOs,
sustainable experts, and community activists. We want to discuss innovation
potentials through synergies between computational creativity, environmental
science and digital technology and disruption. Outcomes of this discussion could
contribute to pressing but interrelated issues of property ownership & public
space; thermal comfort, floods, and/or bush fires; and data and/or machine
learning.

Panel:

Rob Asher (CEO Giraffe Technology, Sydney, Australia)

Abbie Galvin (Government Architect NSW, Sydney, Australia)

Steve Fox (Principle Architectus, Sydney, Australia)

Dr. Ben Coorey (CEO ArchiStar, Sydney, Australia)

Kathlyn Looseby (CEO AACA, Sydney, Australia)

Amanda Wyzenbeek (Technical Director, Mott MacDonald, Sydney,
Australia)

SNk W =

Moderator:

Prof Flora Salim (UNSW, Sydney, Australia)
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Keynote Panel 3 (Materials Futures)

Resilience, Resources and Consumption — Circular Economy, New Materials
and Construction Methods

The Architecture, Engineering, Construction (AEC) sector has a devastating
effect on the environment and contributes significantly to climate change. It is
responsible for almost 50% of the world’s total energy consumption and 40% of
global carbon emissions. It consumes 50% of the world’s raw materials and
produces 35% of its waste. Yet with rising population we need to build even more
to provide housing and infrastructure for all, but with the existing impacts we
cannot afford to continue building in the way we do now. Thus, there is a real and
urgent need to rethink our current building culture and practices and to find
solutions that allow to build more with less material and using renewable
resources that create less greenhouse gases while at the same time creating high-
quality outcomes.

This panel will focus on what actions are required to create a decarbonised
building culture. It will discuss opportunities and challenges for responsible
consumption and production and examine the potentials of new material systems,
transformative technology and alternative economic business models that can
reduce the environmental footprint of our industry.

Panel:

Dr Rumana Hossain (SMART Center, UNSW, Sydney, Australia)

Dr Josephine Vaughan (MECLA, Newcastle, Australia)

Enrico Zara (Decarbonisation Lead, Arup, Sydney, Australia)

Prof Peter Ralph (Director C3, UTS, Sydney, Australia)

Chris Bickerton (BVN, Sydney, Australia)

Dr Rebecca Huntley (Climate change researcher and strategist, Sydney,
Australia)

7. Dr Kar Mei Tang (Chief Circular Economist, Circular NSW, Sydney,
Australia)

Sk W =

Moderator:

Prof Anna Cristina Pertierra (UTS, Sydney, Australia)
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Keynote Panel 4 (Knowledge Systems and Culture)

Knowledge Systems and Cultures for a New Ecology Approach

To conclude this conference, we ask: In which way can computational design,
analysis and frameworks support our understanding of natural conditions in our
cities, inform the planning, design, and delivery of built environment and
sustainable projects — all to help humans to develop meaningful connections with
Ecology, Country and Living Species?

There is evidence that increasingly, multi-expert teams collaborate to plan for
events of Climate Change including fire, drought, and flooding through sustaina-
ble land and water use practices. Here recent projects range from the contribution
of tree canopies to generate better climatic conditions in dense urban zones to
developing guidelines and measurement systems that enable us to better under-
stand the complex interactions and quality affordances across connected and in-
teracting SDGs. One can witness new approaches to cultural landscapes beyond
human-centred design that consider ethical and just multispecies cohabitation and
interaction. Indigenous knowledge guided by people and communities is drawn
upon for valuing, respecting and working with the country, supporting health and
wellbeing is one example for change. Similarly, Artificial Intelligence can provide
frameworks for knowledge systems to contribute to resilient future cities. How
can these topics merge into a new knowledge system to create cultures for a new
ecology approach?

The discussion in this face-to-face panel aims to unpack the opportunities,
opening crucial aspects and demands that could be addressed and further
developed through current computational design methods, thinking, and tools. As
the last panel in the Roundtable series, we seek to generate here discussion on and
pathways for the future, and establish a platform for the CAADRIA community
with researchers, experts and thinkers. We invite speakers to share their work,
experiences, provocations, thought frames and reports across the fields of
Indigenous Knowledge, Artificial Intelligence, Urban Heat Islands, Multispecies
Justice and Resilient Communities. By addressing the many dimensions of
Climate Change for a different Culture of Ecology, beyond a mere human driven
or technology focused worldview.

Panel:

Danielle Celermajer (SEI Sydney Environmental Institute, Sydney, Australia)
Dr Sebastian Pfautsch (WSU, Sydney, Australia)

Jorge Chapa (GBCA Green Building Council Australia, Sydney, Australia)
Prof Toby Walsh (Scientia Professor Al UNSW, Sydney, Australia)

Amanda Sturgeon (Regenerative Design Lead, Mott Macdonald, Sydney,
Australia)

6. Michael Mossman (USyd, Associate Dean Indigeneous, Sydney, Australia)

Nk =
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Moderator:

Prof Robyn Dowling (Usyd, Sydney, Australia)
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Abstract. This paper discusses how virtual reality (VR)
environments can be employed as a data collection tool beyond
visualization and representation tools through a simple experiment in a
VR space and speculates about its potential applications. Using a VR
model that runs on a web browser based on an existing historic town in
Japan called Kurashiki, the experiment asked 30 recruited participants
to freely walk around and leave ratings on a 5-point scale on any
buildings or objects appealing to them. The proposed system in this
paper can display points of interest of multiple participants using
heatmaps superimposed on a map that can help users visually
understand statistical preferences among them. The project's goal is to
provide a quantitative means for qualitative values of architectural and
urban spaces, making such data more shareable. We intended to show
that such a platform could help multiple stakeholders reach better
consensuses and possibly collect training datasets for machine learning
models that could extract features related to the attractiveness in
architecture and urban spaces.

Keywords. Virtual Reality; Crowdsourcing; SDG 10; SDG 11.

1. Introduction

In recent years, Virtual Reality (VR) is increasingly more accessible, and its visual
quality and experience in virtual 3-D environments have become more realistic with
development in technology. As Ivan Sutherland pointed out in his article (1970), the
challenge in computer graphics has been to make the virtual world look more real,
move, and respond to interaction in real-time, and even feel real.

Since the 1990s, the adaptation of VR technologies has been increased through
applications in vehicle simulation, entertainment, architectural design, and spatial
arrangement to increase productivity, improve team communication, and reduce costs.
For example, NASA has used VR for over 30 years for its astronaut training
(McGreevy, 1993), and biomedical engineers have used games in VR for
rehabilitations and therapies (Holden, 2005). Over the last 30 years, the graphics
rendering system has improved with the innovations in both software and hardware.
For example, NVIDIA corporation introduced a real-time ray-tracing SDK in 2019,

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 11-18. © 2022 and published
by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA), Hong Kong.
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widely applied to VR game engine tools and minimizing visual gaps between real and
virtual worlds.

Today, in the architecture and real estate industries, VR technology has been widely
applied for communications among designers, various engineers, occupants, and
clients. Notably, the use of VR in real estate is primarily employed by buyers and
clients making initial qualitative selections and judgments, including some subjective
evaluations by them. Some leading real estate companies, such as Redfin (2021) in the
U.S. and AtHome (2021) in Japan, have listed some of their properties with 3-D
walkthrough home tours that allow potential clients to make initial decisions about their
selections without physically being at the properties. Another leading company in the
U.S,, Zillow (2021), introduced their app for free to sellers, including homeowners, to
capture their properties using their mobile phones, enabling sellers to post their
properties’ 3-D walkthroughs on their portal sites. In architecture, engineering, and
construction (AEC) practices, a wide range of applications of VR have been reported
(Johansson, M., Roupé, M., 2019), including design review sessions (Zaker and
Coloma, 2018; Wolfartsberger, 2019). A recent online conference organized by VR
game engine developers, Build Architecture 2021 (Epic Games, Inc. 2021), featured
many use cases by major architectural corporations such as HOK and Zaha Hadid
Architects. Several research works have focused on the visibility of occupants in
architectural spaces, such as (Schwartz, 2021) and their perceptual needs in densified
urban environments (Fisher-Gewirtzman and Polak. 2019).

Several previous works have studied subjective evaluations in architecture using 2-
D images, such as property images, photos, satellite images, and floor plan images
(Wang, et al., 2019, Narahara and Yamasaki, 2019). In terms of urban city-scale
applications, there are some standardized quantified measures for urban living
conditions, including some qualitative, subjective criteria such as safety and ease of
access (Walk Score, Zillow Inc. 2021).

The strength of this paper's proposed approach is to use immersive 3-D
environments that allow users to leave their feedback more intuitively through the
proposed user interfaces. Moreover, users’ feedback is associated with local 3-D
locations where they are situated within VR, enabling more three-dimensional spatial
characteristics analysis than using 2-D images. In addition, more open 3-D data for
cities and buildings have been released, for example, Google Map, OpenStreetMap,
and Project PLATEAU by the Ministry of Land, Infrastructure, Transport, and
Tourism in Japan (2021).

With the recent exponential development in hardware and software for real-time 3-
D visualization technologies, it is expected that VR environments will be further used
for collecting data through human interactions with their near photo-realistic visual
qualities beyond mere representation tasks. Such data can link spatial representations,
such as rendered perspective images or spatial geometries, to certain characteristics of
spaces quantified based on user feedback. The data could also be used as training
datasets for machine learning models to predict these characteristics, including
perceptive values found in architecture and urban spaces in VR environments.

Recently, there are some reliable existing network models for tasks, including
object detections and Bounding Box Regression, such as Faster R-CNN (Ren et al.,
2016) and YOLOX (Ge et al., 2021), that can estimate certain values associated with
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Figure 1. A view of Kurashiki viewer app that allows users to post location-based ratings (lefi); a
virtual model of Kurashiki town (middle) and the real-life photo of the town (right).
(VR environments produced in VR Design Studio and F8VPS by Forum8 Co. Ltd. (2022))

Figure 2. (a) Participants’ paths in red dashed lines; (b) heatmap of cumulative target scores where
participants added heart marks and magnitude are normalized from 0 to 1 in scale with red being
high and blue being low; (c) participants’ positions and directions of views superimposed on b, (d)
heatmap of cumulative scores based on where participants situated when they added heart marks.

Naka Bridge &
Kurashiki Archaeological Museum

Kurashiki Museum bf Folkcraft @

Figure 3. Target locations highlighted red in Figure 2b, where participants added higher scores
with more frequencies, coincide with the locations of common tourist destinations in real-life.
(VR environments produced in VR Design Studio and FS8VPS by Forum8 Co. Ltd. (2022))

objects on images. In future practice, the use of the data retrieved from VR
environments for training such models could be considered as a possibility. The paper
further discusses how VR environments can be employed as a data collection tool for
such applications in Section 3.
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2. Methods

The proposed tool was built using an existing 3-dimensional real-time VR software
package, VR Design Studio (2022) and its SDK offered by a Japanese software
development company, Forum8 Co., Ltd. (2022), who supported and sponsored this
project. With the support and help from Forum8's software developers, Forum8 Virtual
Platform System (F8VPS, 2022) was also used to run the proposed application (app)
on a web browser to record user feedback in addition to VR Design Studio. The
software, VR Design Studio provides a series of VR models of existing cities in its
library, and we used one of the VR models based on an existing preserved historic town
on a canal in Japan called Kurashiki. The 3-D buildings on the site from its library were
modeled and textured using street view photos of the real-life buildings to capture
characteristics of the original buildings. To balance the speed of performance to run the
app on a web browser, the real-time rendering is not at the highest level of photo-
realistic quality compared to today’s state of the arts for this experiment (Figure 1).

In total, 30 participants were recruited, and the following overall reasonably
balanced attributes of participants were obtained. Eighteen participants identified
themselves as male and 12 as female. Twenty-three participants are students in their
20s, of which 11 of them are in architecture major, and the others are not. Seven
participants are in their 30s or over. In total, 18 participants are in the areas related to
architecture, and 12 are in the areas non-related to architecture.

First, participants were provided with the link to the proposed application that runs
on the Chrome browser on Windows 10 computers with a mouse and keyboard as user
interfaces. Participants were asked to freely walk around the VR city as if they were
visiting the city for sightseeing (None of the participants have ever visited the modeled
site of Kurashiki city in their real life.) Then, they were asked to put heart marks on a
scale of 1 to 5 on target objects on a screen whenever they found anything they liked,
as many times as they preferred. The start position of the trip is fixed in the middle of
the environment near the bridge for all participants in the app. There is no time limit
for the experiment, they can finish anytime when they feel that they have completed
their tour, and all participants finished within 15 minutes.

We added a function to create logs of the user position periodically each time the
user has moved after a certain distance (over 1 meter) or the user has put the rating on
a certain target position. The log files of the users were saved as JSON files after the
users ended their tours and were collected. The logs of the user were recorded in the
following format:

e Timestamp (elapsed time in millisecond since the start of the app)
e User position in (X, y, Z)

e Target position in (X, y, z)

e Rating (Number of heart marks)

Extracted data from 30 participants were processed using Folium (2022), an open-
source library for visualizing geospatial data built on Python and mapping capabilities
of leaflet.js (a JavaScript library) and mapped on the OpenStreetMap using the latitude
and longitude estimated from the 3-D model. Figure 2a shows 30 participants’ paths in
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red dashed lines superimposed in 50% semi-transparent color cumulatively. The result
shows that participants’ paths concentrated on the same walkways and bridges along
the canal, which indicated that their travel paths overlapped quite a lot and went through
similar paths even though they were not instructed to go any specific route. Figure 2b
shows the heatmap of cumulative target scores where participants added heart marks
and magnitude are normalized from 0 to 1 in scale with red being high and blue being
low. Figure 2c shows participants’ positions and directions of views when they added
heart marks superimposed on 2b. Figure 2d shows the heatmap of normalized
cumulative scores based on where participants were situated when they added heart
marks.

3. Results and Discussion

Figure 2b shows that certain buildings in target locations selected by participants are
more popular than other locations in the VR model as the heatmap shows concentrated
areas. We can infer that there are common preferences among participants. In Figure
2b, participants added higher scores with more frequencies for three to four target
locations. Those locations coincide with the locations of common tourist destinations
in real-life, including Kurashiki Archaeological Museum, Former Ohara's Residence,
Kurashiki Ivy Square, and Kurashiki Museum of Folkeraft (Figure 3).

The proposed app runs on any device supporting web browsers. The proposed app
was developed using the cloud-based VR software package’s platform and its SDK,
allowing multiple users to participate and retrieve data automatically (Figure 4). Easy
retrieval of big data from multiple locations and users can benefit the communication
among different parties through quick derivations of visual results that reflect opinions
from multiple users. Therefore, the platform could support consensus building in urban
or architectural environments among different stakeholders. Since multiple users can
participate online and virtually observe spatial conditions in architectural or urban
environments under consideration, the app allows users to communicate their opinions
after their tours through the proposed rating system and visualized results that
statistically reflect collective opinions.

There are perceptual gaps between VR and real spaces, and the purpose of this
experiment is not to validate that the results from VR spaces alone can deliver reliable
results in real physical spaces. Further, inspection in the real spaces is required to
validate any results based on subjective evaluations inside VR spaces. However,
schematic experiments in VR spaces could be used to develop possible hypotheses for
further validations in real spaces without constructing and preparing new physical
spatial conditions or events, which could save costs for many practitioners. The
software platform supports physical-based rendering technology, which could further
minimize the gaps by using more sophisticated user interfaces for future experiments.

This time, the experiment used only one 3-D model of a city from Kurashiki and
collected data from only 30 participants. However, this platform can be used with
multiple city models and can acquire thousands of data into the cloud server with the
appropriate consent from users and approval from IRB reviews (we have approval
from the author’s organization for this experiment on this paper.) The proposed
platform can create a dataset that includes images (street views) labelled with



16 T. NARAHARA

Participants Analysis
3-D City Model % JSON ﬁ:szga:::a‘tg?
i g B N mamees:

s Consensus

Building

SERVER [ERARESH .
e - Statistical
: Log files o~/ ad = Analysis
: collected Coad . )
runs on a web browser - . ; L Ma_Chlnlt\eAL
stored on a Cloud Server JSON i 6 B, J =) earning (ML)

Figure 4. From log files of users and saved camera views with ratings of objects that are appealing
to participants, annotated datasets can be created for training networks such as Faster R-CNN to
predict estimated popularity from any new images. (VR environments produced in VR Design Studio
and F8VPS by Forum8 Co. Ltd. (2022))

Figure 5. Images representing potential applications: From log files of users and saved camera
views with ratings of objects that are appealing to participants, annotated datasets can be created
for training networks using Bounding Box Regressors such as Fast R-CNN to predict estimated
popularity from any new images. (VR environments produced in VR Design Studio & F8VPS by
Forum8 Co. Ltd. (2022))

participants’ review scores, which will provide training data for a Bounding Box
Regression model using networks, such as Faster R-CNN (Girshick et al., 2014; Ren
etal., 2016; Lee et al., 2019) and YOLOX (Ge et al., 2021), to predict estimated scores
of objects that are more appealing to people from street views (Figure 5). The images
can be retrieved from a recorded user and target positions in (X, y, z) with ratings
provided by users. With a sufficient number of variations in users and city models, such
datasets can train deep neural networks to predict estimated popularity and values for
objects detected inside images for future applications to help planners estimate the
values of their proposed spatial conditions yet to be constructed in the real world. With
the improvements in real-time photorealistic rendering technology in the future, the
gaps between real and virtual worlds are anticipated to be further minimized,
contributing to opening new possibilities.
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4. Conclusions

This paper discussed how virtual reality environments could be employed as a data
collection tool beyond the visualization and representation tools through a simple
experiment in a VR space.

The project's goal is to provide a quantitative means for qualitative values of
architectural and urban spaces, making such data more transparent and shareable. The
app can display and visualize multiple users’ statistical preferences to certain locations
instantaneously from data collected from the app running on a web browser. We
intended to show that such a platform could help multiple stakeholders or people from
different backgrounds reach better consensuses.

A platform such as ours could also be used to automatically collect annotated
training datasets for machine learning models through interactions from multiple online
participants. Understanding relationships between spaces and their implicit qualities in
a quantitative data format would be essential to obtain machine learning models that
could extract features related to their attractiveness found in architecture and urban
spaces. In future studies, I plan to use the dataset to develop prediction tools for
qualitative values from given spatial conditions.

Our cities are becoming more efficient using new hardware proposed by engineers,
as we can see from recent developments in many proposed Smart Cities. Innovations
in new energy harvesting technologies such as highly efficient solar cells and Al-
inspired hardware technologies, including autonomous driving and smart home
electronics, could make our cities and human settlements more sustainable and
efficient.

Beyond simply providing efficiency and functionality, I aim to contribute the
proposed methods to serve as the step to provide quantitative measures to assess
qualitative values of cities. I hope that such tools can help incorporate more purpose
and joy beyond efficiency into our living conditions.
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Abstract. In this paper, we discuss the potential of using virtual
reality collaborative platforms for e-learning to improve the quality of
online education. First, we explore the characteristics of existing online
platforms that can be used for e-learning. Second, we present a method
for creating a Virtual Reality Collaborative Environment (VRCE) for
e-learning using an online platform, namely FrameVR. Third, an
experiment is conducted to investigate participants' behavioural and
emotional engagement when using Zoom and the VRCE for online
learning. Valid survey data from twenty-two participants are analysed.
Then, participants are interviewed about their perceptions of using a
VRCE for e-learning. The results of the experiment confirm that using
a VRCE can increase student engagement, especially emotional
engagement compared to Zoom. However, the findings also suggest
that there is still room for improvement in the use of VRCE for e-
learning. Therefore, further suggestions are made on the drawbacks of
VRCE to improve the user experience. This paper provides insight into
incorporating VRCE to enhance the e-learning experience and
contribute to the development of online education.

Keywords. Virtual Reality Collaborative Environment; E-Learning;
FrameVR; Online Education; SDG 4.

1. Introduction

“New normal” is a term that has been used frequently throughout the COVID-19
pandemic. In education, this “new normal” includes a sharp increase in the use of
online learning platforms, as the pandemic has led to new ways of teaching and
learning. In order to continue educating students during the pandemic, educational
institutions around the world have had to rely on online learning platforms. One of the
most popular platforms for online education, Zoom, has seen a dramatic increase in
usage, from 10 million daily meeting participants in December 2019 to more than 300
million by mid-2020 (Statista, 2021). Similar platforms such as Skype have also seen
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a significant increase in usage, with calls and meetings between Skype users increasing
by 220% in recent months (Sherr, 2020). In today's world, e-learning has become a
necessary resource for students and schools, and the demand for distance learning will
continue to grow in the future (Gautam, 2020). While online learning has been a critical
part of the educational process during the pandemic, some academics, as well as users,
argue that it may have disadvantages. Most e-learning platforms offer only basic
features such as video calls and text chats. Although such systems can satisfy basic
communication needs, students often lack a sense of immersion and physical
interaction with other users, leading to low student engagement, both behavioural and
emotional (Rodgers, 2008). Studies have found that low student engagement can result
in boredom, frustration, and low achievement (Lee, 2013). Since low student
engagement is closely associated with low academic performance, it is important to
find new strategies to improve engagement in e-learning.

In recent years, Virtual Reality (VR) technology has been extensively promoted
and accepted as an important development in facilitating lifelong education (Alexiou
et al., 2004). There is ample evidence that VR technology is an effective visualization
tool that provides users with a more immersive experience, enables them to interact
with other users in the virtual environment with a high sense of realism, enhances their
creativity, and improves their work efficiency (Bucea-Manea-Tonis et al., 2018; Shen
et al., 2019). As a result, VR technology has great potential to support online learning
and improve students' experience. Various cloud-based platforms have been developed
that allow users to manage online activities in the virtual environment. However, these
VR platforms are mostly used for work and commercial purposes (Jachning, 2021).
The value of adopting these platforms for e-learing has not been considered as
frequently. This paper, therefore, aims to explore the potential of using VR
collaborative platforms for online learning, following three steps: First, we examine
and compare the key features of existing VR platforms that can be used for e-learning;
second, we select a VR platform, FrameVR, and use it to create a VR collaborative
environment (VRCE), with which we conduct an experiment to investigate whether
the adoption of VRCE for online education can improve student engagement compared
to 2D video-based platforms such as Zoom,; third, we carry out interviews after the
experiment in order to understand students’ views on using VRCE for e-learning.

2. VR Collaborative Online Platforms

2.1. FEATURES OF VR COLLABORATIVE PLATFORMS

We examined eight online VR collaborative platforms which are acknowledged by
mainstream media, such as Forbes (Forbes, 2020). These platforms were reviewed and
compared based on two main criteria: (1) general features and (2) VR feature
availability. In addition to general features such as screen sharing, a notable feature of
these platforms is the availability of avatars. Unlike 2D video-based platforms such as
Zoom; some VR platforms allow users to create their own 3D avatars before joining a
VR online meeting. These avatars represent the individual participant and can be
controlled to interact with other users and the virtual environment. Not only does the
use of avatars provide an entertaining experience for users, but there is also clear
evidence that avatar-based virtual events provide other advantages. For example,
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research by Casanueva and Blake (2001) has shown that using avatars in virtual
environments can create a high degree of co-presence, that is, the feeling that one is in
the same place as the other participants and interacting with real people. In addition,
another study has found that the use of avatars can help users who are reluctant to
express themselves in physical spaces to present their opinions in virtual spaces (Blake
and Moseley, 2010). Furthermore, platforms such as FrameVR and Mozilla Hubs
allow users to customize their virtual environment by uploading a model created with
3D programs such as SketchUp and Blender. Users can create 3D objects and import
them into the virtual environment. This feature can be helpful for lectures in subjects
such as architecture. Here, a building model can be presented to students virtually so
that they can understand the building structure more easily and directly (Arslan and
Dazkir, 2017). The availability of the features of the various online platforms is
summarized in Table 1.

Table 1. Existing VR collaborative online platforms

General Features VR Features Availability
Platform . . 3D Object Environment
Main Content Sharing Methods
Avatar Custom  Custom
Hyperlinks, uploading files (PDFs, video), material . .
Shapespark yper] uploading files (PDFs, video), material Limited - Limited
configurator
FrameVR Wh'iteboard, ﬁle§ sharing (PDFs, 2]? images, video, J J J
audio), text/ audio chat, screen sharing
Mozilla Hubs Wh.iteboard, 2D images, video, screen sharing, text/ N N N
audio chat
MootUP Images, video, audio sharing, desktop sharing N v Bespoke
Spatial Handw‘riting, post-it ‘ notes, ' screen  sharing, J J Bespoke
uploading files (PDFs, images, video)
MeetinVR Whiteb'oafd, p0§t-it notes, ‘ uploading files N J i
(subscription required), text/ audio chat
Glue Uploading files (images, video), text/ audio chat N v \
Engage Video, website streaming, text/ audio chat \/ \ Bespoke

2.2. CREATION OF A VRCE FOR E-LEARNING

While most VR collaborative platforms have built-in environments that allow users to
easily and effortlessly launch online events, these built-in settings are often limited.
Users can only select a few types of environments from the built-in sources (e.g.,
museum, gallery, and office). Finding an appropriate environment for an activity with
a specific purpose (e.g., an online course) might be difficult for users. In addition, theses
built-in settings often offer only basic features such as screen sharing, which may not
be sufficient for managing more complex activities. Due to the drawbacks of built-in
settings, we designed a VRCE specifically for educational purpose using a platform
that supports custom environments. In this case, we used FrameVR because it is more
accessible compared to other platforms. It does not require user registration and can be
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used for free. The procedure for creating a VRCE using FrameVR is shown in Figure
1: First, we created a 3D model of the lecture hall using Blender, a modeling tool that
best supports the GLB format required by FrameVR. Next, the model in GLB format
was uploaded to the FrameVR cloud and converted to a virtual environment. Then, we
set up the environment with built-in features that can be used for online courses (e.g.,
image sharing and whiteboards).

Step 1: 3D modeling Step 2: Virtual environment Step 3: Collaborative features
Simulation of an educational Uploading Real-time Feature selection and setting Class participants invitation
environment to platform rendering (i.e., avatars, screen sharing) ~ throughalink

Figure 1. Process of creating a VR collaborative environment for e-learning

3. Methods

An experiment was conducted to investigate whether the use of a VRCE in online
education can improve student engagement compared to a 2D video-based platform
such as Zoom. We simulated the scenario of an online course under two different
conditions (1) a VRCE and (2) Zoom. Each participant experienced both conditions in
random order. A questionnaire survey was distributed to measure their engagement.
Then, we interviewed participants about their perceptions of the advantages and
disadvantages of using a VRCE for online courses and how they would like to see the
VRCE evolve to improve the user experience.

3.1. MATERIALS AND EXPERIMENTAL SETUP
(oo -] (oo -}

Figure 2. Experimental conditions and user interface, VRCE (left) and Zoom (right)

To ensure realistic experience, two simulated students and one simulated instructor
were placed in each condition. The user interfaces of the two experimental conditions
are shown in Figure 2. The VR tool used for the experiment was Oculus Quest 2. The
Oculus Quest 2 system consists of a head-mounted device and two wireless controllers.
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The computer used to access FrameVR and share/control VR in real-time was a
Gigabyte RP75 with Intel Core i7 processor and a NVIDIA Geforce RTX 3070
graphics card. The Zoom version was 5.8.3.

3.2. QUESTIONNAIRE

Student engagement in both experimental conditions was measured using a self-report
questionnaire. Existing literature on student engagement views it as a "meta-construct”
that includes behavioural (e.g., participation, effort, and attitude), emotional (e.g.,
positive reactions to school and a sense of belonging), and cognitive (e.g., willingness
to continue working on an assignment) engagement (Finn, 1989). However, Skinner et
al. (2008) found that in-class student engagement is only reflected in their behaviour
and emotions. Since this paper relates to student engagement during the e-learning
process, only behavioural and emotional engagement are discussed here. To ensure
validity and reliability, all the measurement items were taken from previous literature
(Skinner et al, 2009). A total of ten items were used, five of which measured
participants' behavioural engagement, while the remaining five measured emotional
engagement. The items were measured on a seven-point Likert scale. The details of
these items can be found in Table 2.

Table 2. Student engagement questionnaire items

Factors Item No. Item Description
BEIL I could freely communicate with others.
BE2 During the lecture, I wanted to express my opinions to others.
Behavioural - - ;
BE3 During the lecture, I wanted to ask questions to an instructor.
Engagement
BE4 During the lecture, I listened to the lecture very carefully.
BE5 Overall, I could fully concentrate on the lecture.
EE1 1 felt enjoyment in this environment.
EE2 I felt interested during the lecture.
Emotional .
EE3 I felt comfortable during the lecture.
Engagement
EE4 I got involved during the lecture.
EE5 Overall, listening to the lecture was fun.

3.3. PARTICIPANTS

This experiment targeted students who have used and are familiar with e-learning
systems. Participants were recruited through posts in university group chats. A total of
twenty-two participants were recruited for the experiment. The personal details of the
recruited participants are as follows (1) age: from 25 to 42 (M = 29); (2) degree: four
of them are undertaking undergraduate degree and eighteen of them are studying a
master's degree or Ph.D.; (3) major: twenty of them are from departments related to
interior design, two participants majored in architectural engineering; (4) gender:
thirteen participants are female, nine participants are male.
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3.4. EXPERIMENT PROCEDURE

Participants are
i randomly assigned |
| tothe two conditions

—>
3 min 5 min 2 min 3 min 5 min 2min 5 min
VRCE ) VRCE }’%xpengnce VRCE ) VRCE fopcrl»cnc::
Questionnaire Questionnaire
S d Participants are
betupf an Y Crossover Interview —» compensated and
S N A / dismissed
ZOOM ) ZOOM ljixper!ence ZOOM ) ZOOM ]jixpen‘ence
Questionnaire Questionnaire

Figure 3. Experiment procedure

As shown in Figure 3, participants were randomly assigned to one of the experimental
situations (VRCE then Zoom or Zoom then VRCE). This procedure was conducted
following similar experimental studies by Azmi et al. (2020) and Hong et al. (2019) in
order to eliminate any sequence effects. In previous studies, a two-minute pause
between environmental situations was recommended to reduce the carryover effect.
During the experiment, participants were asked to pretend to attend an online lecture.
A three-minute pre-recorded lecture video was shared and played to simulate the
course content. To encourage interaction, we included a quiz in the video. The quiz
was suggested based on the video content, and participants were asked to answer the
quiz verbally if they wished. It should be noted that participants wore a head-mounted
device during the VRCE (Figure 4). After participants experienced each situation, they
were given a questionnaire to measure their sense of engagement. A fter they completed
the questionnaire, we conducted a short interview in which we asked them about their
perceptions of the advantages and disadvantages of both methods for online courses
and how they would like to see the VRCE evolve to improve the user experience. Upon
completion of the interview, participants were rewarded and dismissed.

Figure 4. Participant experiencing two experimental conditions, VRCE (left) and Zoom (right)
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4. Results

4.1. STUDENT ENGAGEMENT

Valid survey data from twenty-two participants were analysed using Jamovi (ver.1.6).
We used descriptive statistics, reliability analysis, and the t-test to assess if there were
significant differences in student engagement between VRCE and Zoom. A p-value <
0.05 was considered statistically significant. Internal consistency of the measurement
scale was checked by Cronbach's alpha values. The results of the reliability test show
that the Cronbach's alpha of all variables was above 7.0: VRCE-BE (0.7793), VRCE-
EE (0.7979), Zoom- BE (0.8777), Zoom- EE (0.7861). Therefore, all scales used in the
study were internally consistent and reliable. The results of the t-test comparing
behavioural engagement between VRCE and Zoom showed that BE1 and BE2 were
significantly different: BE1 (t=.8742, p < 0.05), BE2 (t = 2.5578, p < 0.005), stating
that participants showed more positive attitudes toward communicating and expressing
their ideas when using a VRCE for online courses. It was also found that all emotional
engagement variables were significantly different in the two settings: EE1(t = 7.5450,
p <0.001), EE2(t=4.9271, p < 0.001), EE3(t = -2.3090, p < 0.05), EE4(t = 2.4081, p
<0.05), EES5 (t=4.0005, p <0.005), indicating that participants showed a higher sense
of enjoyment and involvement in e-learning in the VRCE.

4.2. STUDENT PERCEPTION

We conducted short interviews to explore participants' views on using (1) Zoom and
(2) a VRCE for online learning. Although the majority of participants indicated that
Zoom is an effective tool to support their learning process during the pandemic, some
of them highlighted drawbacks. One of the most common responses from participants
was related to the difficulty of interaction between instructors and students. For
example, one participant reported, "when I use Zoom, I cannot physically interact with
my instructors and fellow students. It is even more difficult to have a real conversation,
so I feel isolated from the others" (P14). In addition, one interviewee noted, "I find it
very difficult to concentrate in online lectures via Zoom...not being in a designated
space like a classroom, I get distracted easily, especially when taking an online course
from home" (P4).

While some participants identified that there were some barriers to using Zoom for
online learning, a large percentage (81%) stated that using a VRCE enhanced their
learning experience compared to Zoom. The advantages of VRCE were described with
reference to several aspects. First, avatars played an essential role in creating social
experiences for users. Some participants noted that avatar-based platforms helped them
foster their sense of connectedness. They also found that they were able to express
themselves more freely than when using Zoom for an online learning. One participant
reported, “when I have questions, I find it difficult to ask for help when I use Zoom for
online learning. But after the experience of attending lectures using VRCE today, 1
think avatar-based platforms help me to enhance the sense of connectedness and
promote interaction with other avatars.” (P8). Another participant pointed out that
“VRCEs would make the learning experience richer, ... engaging ... When I see an
avatar with a professor's sign, I could feel a higher sense of motivation and enjoyment
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in learning” (P2). In addition, one of the reasons that nearly half of the participants
(48%) gave regarding the benefits of employing VR in online learning was that a
VRCE increases concentration, “puts learners in an immersive environment and
provides an all-around realistic experience of a lecture. While [they]| are easily
distracted by the surroundings when using Zoom, the headset eliminates all external
distractions and helps [them] concentrate" (P1). Despite these benefits of using a
VRCE for e-learning, participants further made other suggestions to improve the
learning experience. Suggestions mentioned by them were “interpersonal” (P10), “the
inability to take notes” (PS), and “the bulkiness of the VR headset” (P3) as examples.

5. Discussion and Conclusion

5.1. DISCUSSION

The results show that students are more engaged in e-learning when using a VRCE
setting compared to Zoom. Specifically, students are found to be more willing to
communicate with others and express their opinions in a VRCE setting. In addition,
using a VRCE for e-learning significantly improves students' emotional engagement.
For online lectures, students perceive the VRCE setting to be more comfortable and
enjoyable than Zoom. Although there is great potential for the use of VRCEs in online
education, there are some areas of VR, which could be further improved by IT
specialists. Based on our analysis of student feedback on the use of VRCEs for e-
learning, there are three main ways to improve student experience. First, non-verbal
cues could be added for better interaction between simulated users. Behavioural
techniques such as gestures, eye contact, and facial expressions play an important role
in communication and effective class management as they convey additional
information to others (Petrie et al., 1998). Besides the possibility of using custom
avatars, providing natural and realistic-looking avatars would be key to improving the
user experience in VRCEs.

Second, it is suggested to provide note-taking features to help students attend
lectures more efficiently. A study by Chen et al. (2019) investigated the use of an
“Interactive note-taking interface (IVRNote)” to address the challenge of taking notes
while wearing a head-mounted display. The introduction of iVRNote in VRCEs would
further enhance the learning experience for students. In addition to taking notes, other
functions such as voice recording or screenshots could also be created in VRCEs.

Third, students would be more likely to accept VRCE:s as a learning tool if the head-
mounted display was lighter and smaller. However, this should not be seen as a
hindrance as technology is constantly evolving. For example, VR glasses, such as the
Huawei VR glasses, are being launched. Unlike the Oculus Quest, which combines a
computing unit and a battery in the headset, the Huawei VR glasses do not contain such
components (Skarredghost, 2021). Hence, it is important to highlight that technological
development may contribute to the improvement of the online learning system, as e-
learning takes into account both the technology and the user's perspective.

5.2. CONCLUSION
According to the United Nations, nearly 1.6 billion children were out of school by April
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2020 due to the COVID -19 pandemic. Never before have so many children been out
of school at the same time. Therefore, as part of the goal of quality education (SDG 4),
it is important to help countries implement innovative solutions for delivering
education remotely, leveraging high-tech, low-tech, and no-tech approaches to ensure
that education never stops. In this context, e-learning is a promising solution to help
students continue their studies during the pandemic. Currently, most e-learning systems
offer only basic features such as video calls and text chats. Although such systems can
meet basic communication needs, they often lack immersion and physical contact with
other users, which can lead to low student engagement. In this paper, we present a
method for creating a VRCE for e-learning using an online platform, namely
FrameVR, and confirm that using a VRCE can make online courses more engaging.
There is a great potential for using VR technology to enhance the e-learning
experience.

Some limitations should be discussed. First, this study only examined a small
number of participants. A more comprehensive experiment can be conducted in the
future with a larger group of participants in different demographic contexts (e.g., age
groups, degree levels). Second, participants experienced the pretend lecture through a
three-minute video, which is a relatively short period of time compared to a real course.
Participants' perceptions and attention problems might be less likely to manifest in such
a short period of time. Future research could extend the duration of the simulated
sessions to more accurately capture participants' responses. Third, as a pilot study to
explore the potential of VR technology for e-learning, only a small number of
participants (two simulated students per class) were included in the experiment. In a
later experiment, more students can be included to simulate a realistic teaching
scenario. We could also investigate how architecture-related students would perceive
the use of other features, such as custom 3D objects, to enhance their learning
experience. A more holistic approach to exploring the views of users of VRCEs would
provide an opportunity to promote quality education alongside immersive learning
experiences.
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Abstract. The use of Virtual Reality (VR) for design reviews in
projects is becoming more common in construction. However, the use
of VR in these processes has been limited to been used more as a
complementary reviewing tool alongside information medias such as
2D drawings and 3D models. Furthermore, immersive VR has been
argued to have limitations when it comes to orientation and
understanding and reasoning about functional links between physical
layouts in a facility. This paper presents a case study of a VR system
used during design reviews that support end-users to switch between
different representations and scale i.e., miniature model/bird-eye view,
and a 1:1 scale experience of the facility. The data gathered, consisted
of recorded observation of the VR based design review process and
study what type of discussion and design errors that was found during
two VR-workshops connected to a new elementary school. The result
shows, that by supporting switching between miniature model and 1:1
scale VR experience facilitated spatial orientation and understanding
and collaboration across disciplines in the project. The study also show
how collaborative immersive VR can be used as an efficient
communication-tool during the design process in a real-world project.

Keywords. Virtual Reality; VR; Immersive Virtual Environments;
Collaboration; Levels of detail; SDG 4; SDG 9; SDG 11; SDG 12.

1. Introduction

A common challenge during the design process of a building is to provide a
representational medium that facilitates understanding and communication among all
involved stakeholders. For instance, clients and building end-user often have
difficulties to fully understand and comprehend traditional design mediums such as
2D-plans, elevations, sketches, and 3D-models, yet their input and feedback can be
crucial in order to obtain a high-quality outcome.

This is especially true for educational facilities where teaching methods and student
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performance is linked to and affected by design choices and physical layout of the
school (Frelin and Grannés, 2020; Byers, Imms, and Hartnell-Y oung, 2018).

However, in this context, immersive Virtual Reality (VR) has been shown to offer
an alternative or complementary representational medium (Mastrolembo Ventura et
al., 2019; Sateei et al., 2021). In contrast to traditional design mediums, immersive VR
allow all stakeholders to experience and comprehend future buildings from a self-
centered, egocentric perspective, which better mimics a real-life experience. Especially
for laypersons, such as building end-users, this has been shown to provide another level
of understanding and perception of space (Abouelkhier, 2021; Johansson & Roupé,
2019; Roupé et al., 2019; Roupé et al., 2020).

Still, factors such as immature technology, client-contractor dynamics,
requirements for implementation and structure and an overall lack of experience have
prevented VR from being fully established (Delgado et al 2020). As such, it is
important to provide real-world examples on how to successfully integrate VR beyond
that of pilot testing (Teixeira et al. 2021). In addition, previous studies have identified
limitations with VR compared to 2D drawings in that a user is more likely to get
disoriented in a large VR-model, and that it might be less suitable for an easy overview
and understanding of the big picture (Liu et al., 2020). With educational facilities being
characterized by the importance of functional logistics and communication and flows
between spaces, supporting better orientation and easy overview of large projects thus
becomes an essential aspect to solve for immersive VR. For the specific case of head-
mounted displays (HMDs) it is also important to consider how to support collaboration.
With HMDs being primarily a tool for the individual, it makes it less suitable for active
collaboration during design review sessions.

In this paper we investigate how collaborative immersive VR can be used as an
efficient communication-tool during the design process. The setting is a real-world case
where architects and client representatives used VR as the only medium during two
design review sessions for a new elementary school. During these sessions empirical
data was collected by means of video-recorded observations as well as interviews. In
order to support a better overview and aid navigation between different locations in the
VR-model we also explored the concept of having easy access to a miniature model
within the VR environment. In particular, we are interested in the interplay and
relationship between allocentric, and egocentric frames of reference offered by
combining full-scale and miniature-scale representations within the same medium.
Although previous research has investigated — and advocate — a combination of
allocentric representations (e.g., 2D-plans or bird's eye view) and egocentric
representations (e.g., immersive VR) throughout the design process (Roupé et al.
2019), far less has been explored in terms of offering these two representations at the
same time within the same medium.

2. Method

The case study was to study and investigate a VR based design review process and
study what type of discussion and design issues that were found during two VR-
workshops connected to a new elementary school. The involved participants were
involved and responsible for different parts of the design process e.g., a project
manager, development managers (for the school), and an architect responsible for fixed



COLLABORATIVE DESIGN REVIEW SESSIONS IN 31
VIRTUAL REALITY: MULTI-SCALE AND MULTI-USER

furnishing as well as an interior architect from the municipality of Gothenburg.

The idea of using VR was recognized when 2D and 3D models could not provide
a sufficient level of spatial understanding among the project group.

The study was done on two separate occasions via VR-workshops (n=8 in the first
session and n=6 on the second session) at Chalmers University of Technology. Given
that the workshops were conducted shortly before construction was about to start, the
participants wanted apart from the above-mentioned objective, also investigate how
VR could facilitate the planning processes of new school premises from an end-user
perspective. In this context, they wanted to investigate how it could mitigate the risk of
costly reconstruction close after commissioning.

The workshops were conducted during the detail-design phase of the project with
the key objective to use VR as a design review tool to discover any design error that
would otherwise be difficult to discover and address with 2D drawings that were the
main reviewing tool in the project. Before starting the first workshop, participants were
briefed on the aim of the research and subsequently introduced to a VR environment
(learning how to navigate and interact within the VR-model). Following this,
participants were asked to review operational requirements related to the functionality
and workflow. The second workshop was oriented around a more detailed design and
room layout, in terms of having furnished spaces to review in the provided VR-models.

During these two workshops, at least one person from the research team was
available for supervision and providing help in terms of showcasing how to navigate
via the provided VR-hardware. The VR system that was used were three Oculus Rift
S kits, together with the software BIMXplorer. The software supported direct import
of IFC-files from the design process, without any need for further optimization.
Additionally, there were functions such as a measuring tool, taking screenshots,
markups, and support for multi-user collaboration. During the VR-workshops, the
participants used mentioned hardware kits coupled with a big screen display and two
laptop displays, see Fig 1.

e

Figure 1. The set-up during the first workshop (left). Different participants viewing and discussing
potential design issue areas during the second workshop (right).

The methods used in this study were observations (video recorded) during the
workshops and a follow up open discussion at the end of each VR-workshop where the
participants reflected on their experience. The design error found by the participants
have been categorised and mapped to the allocentric and ego-centric display-options
enabled in BIMxplorer; a virtual miniature model of the building that enabled
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participants to crosscut the virtual model to view the building from a bird-eye
perspective (i.e., a digital version of a 2D view) and the 1:1 scale option typically
associated with VR-models.

The result was analysed within the theoretical framework of egocentric and
allocentric design space representation. This was done to discover patterns in terms of
the design issues discovered and discussed among the participants during the
workshops as well as to gain a better understanding for how a combination of these
two design space representations help facilitate spatial understanding among the
participants.

Figure 2. Miniature model showcasing the building in its entirety as well as sectioning of the various
floors reviewed by the participants.

3. Results

The following section presents the design errors the participants found in each
respective workshop session as well as in what view-modes in BIMxplorer they were
found in (i.e., the miniature model view or the 1:1 scale). These tables will then in the
subsequent analyzation chapter be further discussed. This is done to see how potential
patterns among the discovered design faults can be found and how these relate to the
allocentric, and egocentric design space representations described in the earlier
sections.

As illustrated in table 1, most of the discussion and design changes were related to
changing of the space and width and height and size of the rooms and corridors in the
building due to better understanding and perception of the designed space. Other
changes were sightlines pertaining to the visibility between the entrance of the school
and the restaurant, given that it was important for the project members to understand
the logistical flow between points in the building. The participants switched between
the two different view-modes (miniature model and 1:1 scale) to better understand how
design issues related to logistical workflow could be addressed. The logistical
workflow was critical for the project, given that the different floors and parts of the
building covered different school grades and it was important to keep classes separated
from each other.

Further, the project leader participating in the workshop acknowledged during the
open discussion taking place after the workshop, how the sightlines between the
building entrance and restaurant as well as the placement of glass portion in the various
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educational rooms facing the adjacent areas were previously in 2D not apparent to
them:

"The design issues we discovered and discussed today were difficult to see
let alone discuss about in the 2D drawings we have used up until now."

3.1. WORKSHOP 1

Table 1: showcasing types of design feedback and errors found during the first workshop.

Types of design feedback and errors found Miniature ~ Scale 1:1

model

Change related to perception of room size and space

Disorderly placed furnishment restaurant X
Too narrow of a serving space in the restaurant X X
Logistical flow in staircase between floor plans (e.g., width and landing size) X X

Change related to functions in studied space
Accessibility and logistic flow connected to the counter in café/restaurant

Door placement and swing direction to the restaurant to be adjusted to enhance
logistical flow to restaurant

XMoo)X

Design error: Security glassed curtainwalls and door were missing between floor
3and 4

Change related to views & sightlines
Ensured unstructured sightline between kitchen and restaurant X
Glass in door between restaurant serving and tray line

Glass partition is missing in the teacher’s room

E T

Lower the sill-height of window in kitchen/office

A development manager also made a point about being able to discover bigger
design issues at an earlier stage in the design process:

"Rather than trying to interpret and understand design issues by myself, I
would preferably be able to communicate and resolve design issues together
with different actors in different phases of the design process."

Lastly, the observations showed how the first session entailed a more exploratively
driven approach by the participants, where the focus was more oriented towards
learning how to navigate and use the interface. Consequently, the design issues
detected and addressed in the first workshop were done in a non-systematic way with
three participants being in the model at the same time and using for example the
interface functionality of coordinating other participants to their own location once they
detected something of interest, they deemed worth discussing (left picture in figure 1).

3.2. WORKSHOP 2
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Types of design feedback and errors found Miniature ~ Scale 1:1

model

Change related to perception of room size and space

‘Window recess X
Radiators X
Window recess done with stone slab on top of concrete wall X
Can windows recess be used as seating area? X
Change related to functions in given space

Alternative placement of water dispenser X X
Teachers' workplace without daylight not a viable option X
Placement and amount of storage cabinets in teaching room X X
Furnishment in majority of rooms is good X

‘Worktop alongside corridor may have to be done deeper X
Shelfs on wall in the school nurse's room must be stripped away X
Potential inversion of furnishment in the school nurse's room X

Change related to sightlines

Glass partition towards waiting area must be stripped away X X
Glass partition towards staff room must be stripped away > door is done with X X

glass

Table 2: showcasing types of design feedback and errors found during the second workshop.

The VR-model used in the second workshop included furnishment, done by the interior
architect. This led to an increasement in number of questions regarding logistical flow,
as well as participants switching more noticeably between the different view-modes,
more so than the preceding workshop.

Further, design questions pertaining to functionalities of certain rooms were more
tangible in comparison to the first workshop. Specifically, questions were oriented
around how functionality of classrooms could be affected by the fixed furnishment
(e.g., tables and lockers). The discussion that followed revolved around the cost of
maintaining the current arrangement of the fixed furniture and how it would affect
workflow as well as how it could lead to increase cost over time. One example of this
is when one of the development managers suggested rearranging tables in such way
that it would open up space from the teacher desk, seeing as the project and facility
manager experienced it as too cramped. This was an important discovery as these fixed
furnishing also included sanitary piping (e.g., laboratory equipment desks), which
would have been very costly to change after construction, when the building was in
operation.
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"We can gain more space if we push the tables in the centre of the room
against the wall and thereby making it less crowded for those sitting at the
edge of the room. This should lead to a better logistical flow and avoiding
potential risk of conflict."

Figure 3. The development manager mentioned above, reviewing the placement of furnishment,
illustrated in 1:1 and visible on the projector screen for other participants to discuss.

Lastly, it was observed how the second workshop, in comparison to the first
session, entailed a more systematic approach to detecting, discussing, and addressing
design issues. With the first workshop revolving around three participants
simultaneously interacting and collaborating in the same VR-model, the multi-user
factor shifted over to discussion revolving around one user being in the model and
another participant sporadically joining in the same discussion taking place or detecting
issues in a different space on the same floor, as seen in figure 2. The participants not
wearing the VR-goggles were instead discussing in front of the project screen, as seen
on the right picture in figure 1.

4. Discussion

4.1. DESIGN CHANGES DUE TO VR DESIGN REVIEW

The observations made in both the workshops, showed participants quickly learning
how to interact with each other via the multiuser functionality as well as interacting
with the model via the various tools (e.g., using the measuring tool, taking screenshots,
markups etc.). The participants expressed how these features enabled them to
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collaborate and understand each other's point of view and spatial reasoning in a more
participatory way (Van den Berg et al., 2017) in comparison to the 2D drawings used
in the project up until the point of the workshops. This common frame of reference
became tangible when design changes related to the furnishment of the facility were
discussed and addressed during the second workshop and could be explained by the
less demanding cognitive workload apparent when using VR over 2D drawings (Dadi
etal., 2014; Liu et al., 2020; Roupé et al., 2014).

Moreover, it became clear that the addition of furnishment in the models resulted
in a deeper and more focused discussion around the design errors that were discovered.
This also reinforces the argument presented in similar studies where furnishment and
functionality related details were deemed more important than photorealism (e.g.,
lightning, texture of material, colour scheme in the model) in terms of enhancing spatial
understanding among end-users (Abouelkhier, 2021; Mastrolembo Ventura et al.,
2019; Sateei, 2021) Furthermore, our result confirms previous research in that gradual
increase in level-of-detail (LOD) level should be advocated instead of photorealism.
Lastly, it could be argued that the amount of design changes addressed in the first
workshop in comparison to the second workshop was mainly influenced by the
addition of furnishment, which is also reflected in the higher amount of design issues
discovered, discussed, and addressed in the second workshop. In addition, furnishment
influences the context and meaning to the space and this in turn affect the operations
of the educational facility (Frelin and Grannas (2020).

4.2. VR SUPPORTING ALLOCENTRIC AND EGOCENTRIC FRAME OF
REFERENCE

Previous studies have shown that users can get disorientated in VR and that it could be
difficult to understand spatial and zoning relationships (Castronovo, 2019; Liu, 2020).
However, we did not see this behaviour in our study. Instead, participants mainly relied
on the miniature model as a map to gain a better understanding, orientation, and
overview of the facility. The instant switching between view-modes also allowed
participants to explore the same design issues from both self-centered egocentric
perspectives as well as environment-centred allocentric perspectives within the same
medium.

This switching between the two view-modes could then argued to be supported by
cues of both frames of reference in each respective view-mode. An example of this is
the green-coloured arrow in the miniature model-view that supported positioning and
orientation in the facility. The multi-user representation, seen as avatars in both view-
modes (figure 2), also facilitated positioning and orientation which aided coordination
and collaboration among the participants.

Furnishment also acted as another cue. This can be seen for example in figure 3,
where discussions about furnishment and how it affected the functionality of studies
space came about as a result of the interplay between the two view-modes. Moreover,
it was clear that the additional furnishment influenced the participants' frame of
reference in the different view-modes. Furnishment seen in the allocentric based
miniature model helped participants understand what type of room it was whereas
furnishment seen in the egocentric oriented 1:1 scale helped participants understand
how the room worked. In other words, furnishment could be seen as an important
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allocentric cue in both view-modes.

Previous research highlights and advocates the need of multiple modes of
representation to support individual work as well as to support cross discipline
communication during the design process (Mastrolembo Ventura et al., 2019; Roupé
at al., 2019). For instance, architects sometimes have a preference to start from a more
allocentric point of view (i.e., 2D drawings) before switching over to 3D and other
information mediums. At the same time, building end-users often state that they “do
not know how to read 2D-drawings” (Mastrolembo Ventura et al., 2019). In a similar
way, the use of immersive full-scale VR during our study came as a result of the client’s
representatives expressing that it was difficult to get a full understanding of and review
the project from 2D-drawings only. However, during the workshops the miniature
model was used to a surprisingly high degree for both discussions and individual
inspection. In this context, the miniature model can perhaps be seen as sort of a hybrid
between a 2D-plan representation and a physical scale model, especially with the use
of a section plane (Figure 2). It is then interesting to see that the representation that they
didn’t understand before the workshop then became the centre of attention to such a
high degree during the workshop (e.g., see Figure 1, right). Still, it is somewhat unclear
if it was the use of immersive, full-scale VR that made the participants better
understand and relate to a (hybrid) 2D-plan representation of the project, or if the
miniature model itself is a better representation in terms of project overview compared
to a traditional 2D-plan. What became clear, though, was that the two view-modes were
used to discuss and address different design issues. For example, logistical flow that
affected the facility at large, was discussed and addressed mostly in the miniature
model whereas room functionality (e.g., placement of furnishment) was primarily
discussed in the 1:1 scale view-mode.

5. Conclusion

The result of this paper shows that by supporting easy switching between both
egocentric and allocentric frame of reference in the same VR medium, it is possible to
achieve an enhanced spatial understanding for orientation and overview of the design.
Furthermore, by allowing multiple users in the same model the participants could
simultaneously explore same and different view-modes, which facilitates collaboration
and leaves less space for misinterpretation of the reviewed design issues. In this context
it was found that the miniature-model was used more than expected considering that
the main purpose with the workshops was to review the design in scale 1:1 in
immersive VR. It was also found that for both view-modes the addition of furnishment
greatly enhanced understanding, collaboration, and discussions among users.
Furnitures bring purpose and context to the facility and therefore it becomes easier for
the participants to reason about different locations and the logistical flow and also how
it affected the immediate area. This observation thus highlights the importance of
having a sufficient LOD for the purpose of the review. Lastly, through the integration
in education, the project contributes to SDG 4. Furthermore, it also supports SDG 9,
SDG 11, SDG 12 as it contributes to a more effective and sustainable design and
construction process.

For future research, it would be interesting to study how LOD can be mapped to
different phases of the design process and how the different phases affect cross-
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discipline collaboration and the level of design issues discussed and addressed
collaboratively.
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Abstract. Rarely are technologies of projection mapping (PM) and
mixed reality (MR) used together with an architectural agenda.
Dynamic Projection imagines the confluence of accessible PM and MR
technologies and asks “How might we leverage the strengths of both
technologies while obviating their weaknesses?” And then “How might
this technology be of use in making architecture from within the
Climate Movement?” First, we will examine the dormant potential of
Projected MR by augmenting a physical model in an exhibition setting.
The exhibition set-up deploys Unity and Vuforia to generate MR, and
Mad Mapper to generate a projection mapped background space. Using
this set-up reveals strengths in both technologies, which we can
evaluate with a Cybernetically Enhanced Mixed Reality Framework.
We can leverage this Projected MR as a suite of tools to make
architecture a more active participant in the Climate Movement: for
example, by augmenting buildings with statistics that could help reduce
energy consumption or through the augmentation of the construction
process, helping facilitate waste reduction through -efficient
construction. Our initial research is being expanded through
development of a more versatile Projected MR platform with Dynamic
Projection 02, in which we are utilizing better MR tools, more
responsive PM tools, and an industrial robot to simulate various
dynamic feedback systems. This expanded research design speculates
on a 3-part exhibition that can respond with low latency via Projected
MR controls during a public and private interactive experience.

Keywords. Projection Mapping; Augmented Reality; Projected
Augmented Reality; Cybernetics; Mixed Reality; Responsible
Consumption and Production; Climate Action; SDG 12; SDG 13.

1. Introduction

Mixed Reality (MR) (often used interchangeably with Augmented Reality) and
Projection Mapping (PM) are related but markedly different technologies used to
overlay digital information onto real-world objects. Using different strategies, both mix
the real and the virtual to varying degrees. Projection Mapping casts light onto objects
to augment them with virtual effect, while MR typically relies on a handheld, or head
mounted prosthetic to align virtuality with reality. This paper investigates the latent
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affect of the layering of Projection Mapping with Augmented Reality. Using recent
expansions and reframing of two important conceptual frameworks, Cybernetics
(Wiener 1948), and the Reality-Virtuality Continuum (Milgram et al. 1995) allows us
to reassess previous Mixed Reality research in architecture, and better position future
research moving forward.

Figure 1: Augmented Reality and Projection Mapping Overlayed on Exhibition Object, and
Dynamic Projection Elevations

1.1. MIXED REALITY FRAMEWORK AND CYBERNETICS

In a formative study, Paul Milgram and a team in Toronto developed a continuum of
Reality-Virtuality that has since become a keystone theory in the field of Mixed Reality
and Human-Computer Interface (Milgram et al. 1995). This work was recently
reappraised through a comprehensive analysis of 68 peer reviewed papers about Mixed
Reality (MR), and via interviews with ten Augmented Reality/Virtual Reality
authorities in Academia and industry, providing an updated understanding of how these
experts define MR (Speicher et al. 2019). The recent analysis adds depth to the MR
Continuum by proposing 6 definitions of MR (Table 1, Column 1) used by experts in
the field, and then constructing a conceptual framework of MR features that allows us
to unambiguously describe MR experiences (Table 1). This framework describes
specific variations of MR and provides readily usable attributes for categorizing MR
experiences.

The key parts of a communication theory of Cybernetics can be aligned with our
query into PM and MR by examining them through the lens of Speicher et al.’s work.
Wiener's original Cybernetic theory has been summarized as being

“...concerned with system models in which some sort of monitor sends
information about what is happening within or around said system at a given
time to a controller. This controller then initiates whatever changes are
necessary to keep the system operating within normal parameters.” (Lasky
2020).

We here propose an additional dimension (grey columns in Table 1) to identify a
relationship between the Cybernetic Dimensions of input and output, or the Monitor
and the Controller. Using this framework, we can now further investigate how PM and
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MR behave differently at the communication and control level — allowing for better
research design.

Dimension No. of | No.of | Levelof Level of [Interaction] Mon- | Res- | Feed-
Enviro- | Users Immersion | Virtuality itor/ pons | back
nments Feed- | € Relatio

back nship

Value A B A B CDE|]CDEI|F G|H H H

1. v v v v Y v V|V v v v

Continuum

2. v v v v v v v v v

Synonym

3. v v v v v v vIIvY VvI]V v v

Collaboration

4. v v v v v V|V v v v

Combination

S. v v VARVERVA RVERVERNEN V4 v v v

Alignment

6. v v v v v V]V v v

Strong AR

Table 1: Cybernetically Enhanced Conceptual MR Framework (Speicher et al. 2019, Wiener 1948)

A. One; B. Many; C. Not; D. Partly, E. Fully,
F. Implicit; G. Explicit; H. Any, Grey: Cybernetic Enhancement

2. Objectives

By aligning definitions of MR from the field of Human-Computer Interfaces with our
own architectural research, this paper seeks to counter the growing uniformity of
research projects around the field of architectural MR. Further, by using this method to
unambiguously classify various types of MR, we can help guide future architectural
MR research, and begin to develop uses and modes of action that can have immediate
real-world consequences.

Advances in BIM, Facebook’s Metaverse, and technology of the like; will lend
themselves to hybrid information systems, Architectural design and construction will
necessarily tap into these definitions of MR. Our research aims to provoke an
awareness of the utility of hybrid information technologies for sustainable construction
methods, efficient design, and climate-change related management of construction,
among others.

Finally, by aiming to pull AR/MR functionality back from the interior, private
world of prosthetically-enhanced interactions, we hope to privilege and address the
actual, physical world of climate change, hunger, waste, and politics. We challenge
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future researchers to use this framework to judge their own work and its impact on
sustainable development.

3. Background

3.1. INTERACTIVE PROJECTION MAPPING

For many years, interactive PM has been the subject of academic research framed for
the entertainment industry. This has included a low-latency, room-filling multi-
projector set up to play handheld controller video games (Ryu et al. 2006); a Dyadic
Projected Spatial Augmented Reality that allowed a pair of users at fixed perspectives
to interact with 3D spatial projections without the need of hand-held or head-worn
prosthesis by using three video projector—Microsoft Kinect Rigs (Benko et al. 2014);
and on a smaller scale, a hand gesture based holographic 3D modeling experiment that
leveraged a single projector, semi-reflective screen and Leap Motion sensor (Johnson
and Teng, 2014). When evaluated using the Cybernetically Enhanced Conceptual MR
Framework (Table 1) these projects show use-cases of an interactive mixed reality that
are: heavy with implicit interaction; single environment; single and multi-user;
partially-fully immersive; partially-fully virtual, both implicitly and explicitly
interactive, and have a cybernetic loop with feedback monitors and response. These
dimensions are characteristics of interactive projects that could lead to richer
experiences for users of MR devices and are the ones we are pursuing with our
Dynamic Projection research.

3.2. MIXED REALITY/AUGMENTED REALITY

Typically, AR/MR research is focused on enhancing fabrication processes that liberate
the construction process from 2D drawings, allowing for the fabrication of complex
3D forms. Fologram — a software plug-in for Rhino 3D and Grasshopper applications
that facilitates the building instructions and geometry streaming in mixed reality to
precisely track the bending steel, and steam bending of wood into curvilinear shapes,
is a common tool (Jahn et al. 2019). Others have leveraged custom-built apps using
Vuforia, a plug-in for Unity, to visualize step-by-step instructions through a HoloLens
and iPhone, aiding the construction of his space frame structure and panelization for
his thesis project (Gopel 2019). Still others have applied AR using real-time motion
tracking cameras like OptiTrack and Kinect to track progress of diverse construction
methods (Hahm 2019).

These types of deployments of MR/AR technologies are exemplary of current
research, revealing a uniformity of methodology and objectives (MR/AR used as a set
of 3D instructions to assemble atypical forms). Examining these MR/AR projects using
the Cybernetically Enhanced Conceptual MR Framework (Table 1), we can see that
all these projects are: single environment; single-user (one person controlling);
partially-fully immersive; partially-fully virtual, both implicitly and explicitly
interactive, and have a cybernetic loop with feedback monitors and response.

These projects rely on interactions between the MR interface and physical reality —
and the AR artifacts only exist in the MR/AR interface unless acted upon. Thus,
interactions in the MR/AR digital world remain in the MR Prosthetic until an operator



DYNAMIC PROJECTION 43

acts on the objects in the physical world. Understanding this limitation offers a ripe
opportunity for architectural MR/AR researchers to create systems that utilize the MR
interactions of multiple users, facilitating a control-monitor-output loop via Projection
Mapping, and building tighter ties between virtuality and reality.

4. Methods

4.1. MODEL DESIGN AND EXHIBITION SET UP

Our initial research centred on the design of an exhibition object for MR/AR
experimentation. We began with a 1/16” = 1°-0” scale architectural chunk model of a
waste-to-energy Facility in Brooklyn NY. This object let us study different applications
for projection mapping, with some applications directly scalable to real buildings. The
chunk model was fabricated with concrete, PLA, and frosted acrylic to emulate a
photo-receptive media facade that allows for advertisements, art, videos, and waste-to-
energy statistics to be projected onto the facade (Figure 4).

The exhibition was installed with our model and a plain backdrop. A Lightform
LF2 projector end effector was attached to an ABB IRB1600 robotic arm housed in a
plywood enclosure. Using a 6-axis arm to hold the projector allowed us to accurately
engage different projection angles, memorized by our Software Control Computer.
More than one operator could experience the additional layer of MR on the exhibition
model using their own MR prosthetic - in this case a HoloLens or iPhone (Figure 3).

. Exhibition Components:
{01y Model 01
Operator 1 02

Hololens (Operator 1) 03
Field of View 04

(Hololens)
AR Controls for Hololens 05
Operator 2 06
iPhone (Operator 2) 07
Field of View 08

(iPhone)
AR Controls for iPhone 09
Lightform (LF2) Projector 10
Projector Throw 11
ABB 1600 Robot 12
Software Control Computer 13

Figure 3: Exhibition Set Up for Dynamic Projection
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4.2. PROJECTION MAPPING

Our initial setup provided a visual, but not interactive experience. We then added
interaction between the software and the users. Looped videos and still textures were
projected on the model to set ambiance and animate the exhibition object. We used
Mad Mapper 3.7.4 to manage the textures and animations. Figure 4 shows the plain
object and the projection mapped object. Metal texture was mapped onto the PLA of
the model (Figure 4.05), allowing us to see how different facade systems may present
themselves. The media facade shows beverage advertisements (Figure 4.08), waste-to-
energy infographics (Figure 4.07), tech advertisements (Figure 4.10), and a baseball
game (Figure 4.09), among other things.

Exhibition Components:
01 Plinth

02 Projected Exhibition Heading
03 Sectional Ground Condition
04 Subway

056 Panelized Metal Facade

06 Cast River

07 Waste-To-Energy Statistics
08 Advertisement 01

09 Baseball Came

10 Advertisement 02

11 Projected Steam Waste-to-Energy Facility:
12 Lower Manhattan Skyline Medis Facade Test

18 Aircraft Warning Lights i

14 Plain Model

Figure 4: (Left) Plain Model, (Right) Projection Mapped

4.3. MIXED REALITY

The MR set up in Dynamic Projection was discrete from the PM being deployed. We
used Vuforia 9.8.8 and Unity 2019.3.6.1 to make a custom application for the MR
devices (iPhoneX and Hololens2), allowing a single user to pull additional
visualization from a digital model in Unity. These custom applications use a 3D target
marker generated by Vuforia to align the digital media with the real world, allowing
interactions between the operator and digital model to take place. We populated the
MR with a series of animated placeholder texts filled with information about the
exhibition and a button (Figure 5) that toggles between exploded views of the
Mechanical and Structural assembly holograms.
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5. Discussion

5.1. DYNAMIC PROJECTION

The first iteration of Dynamic Projection uncovered latent potential by combining the
mixed reality method of PM and MR Prosthetics. Using the Cybernetically Enhanced
Mixed Reality Framework (Table 1) to analyse our exhibition set up revealed the
following aspects of MR: multi-environment (discrete Projection Mapping and MR
digital environments); single and multi-user (multiple users each using their own MR
Prosthesis but sharing the same Projection); partially-fully immersive; partially-fully
virtual, both implicitly and explicitly interactive, and have a weak cybernetic loop with
feedback monitors and response.

AR Components

01 Wireframe 3D Target
3D Target Model
Placeholder statistics and
information Hologram

Scanning Graphic
Structural -MEP Hologram Toggle
Exploded Structural Hologram
Exploded MEP Hologram

Figure 5: - MR Schematic

Dissecting this set up, we see a loose-to-no connection of PM to MR. MR
interactions are only visible via prosthetic, and PM scenes, while visible without
prosthetic, cannot change once Dynamic Projection is in action. We see potential for
improving multi-user experience through multiple MR devices interacting with the
same object in a shared environment tied together with PM. The combination of PM
and MR in an interactive Projected Mixed Reality platform could be deployed at an
architectural scale.

Scaled up to architecture, we posit that Dynamic Projection could make architecture
a more active participant in addressing the systemic injustices of climate change. At
the construction stage of architecture, we can see a Dynamic Projection set-up as an
interactive, re-orientable version of previous projector assisted fabrication experiments
(Ahn etal. 2019). This could minimize construction waste by allowing laborers to more
efficiently and responsibly cut down and dispense material, for example. Existing
architecture could be transformed into a site for interactive media. Building facades
could be outfitted with Dynamic Projection set-ups to make public facing and
interactable displays of energy usage and other related information to help regulate
energy consumption and even educate people interacting with the building.
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5.2. DYNAMIC PROJECTION 2

5.2.1. Exhibition Set Up and Hardware Changes

For our current and future research, we utilize a similar exhibition set up. Dynamic
Projection 2 focuses on the development of the interactive Projection Mapping and MR
connection, imbuing positional tracking of the MR Prosthetics to inform our mobile
robotics platform (Figure 6).

S Exhibition Components:
Model 01

|
@\-\ s o

Hololens (Operator) 04

Field of View (Hololens) 06

AR Controls for Projector 07

Lightform (LF2) Projector 08

ABB 6700 w/ Track 09

Software Control Computer 10

Projector Throw 11

AR - Projector Relationship 12
(Changing Media Projector)

AR - Software Control Relationship 13
(Tracking)

Software Control - ABB 6700 Control 14
(Projector Positioning)

Figure 6: Proposed Layout for Dynamic Projection 02

The most prominent design-hardware change is the use of a much larger ABB
IRB6700 on a 30-foot track to emulate the wider range of motion inherent in a variety
of potential future setups. This development of AR controlled projection mapping will
engender discussions for the private (HoloLens or phone) and public PM realms of this
proposed system and will likely prompt investigations into this research that are both
privately and publicly framed.

The new end effector we have designed is both big enough to enclose the projector
and vented to keep air circulating where required. Vibrations could be further
minimized by using a lighter material and rubber gaskets to dampen the shaking. We
imagine the current box design of the end effector will remain largely the same for the
next iteration (Figure 7).

5.2.2. Software Changes

Figure 6 shows a rudimentary layout for our intended MR interface. Built on Fologram:
sliders and buttons will be used to encourage explicit interaction. For example, an MR
slider interaction could move our robot in predetermined positions for alternate
projection mapped scenes. An MR button could be used to switch between materials
being projected onto artifacts, or toggle different information displayed in the
background.
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To aid the interactive PM, TouchDesigner will be used in lieu of Mad Mapper for
its capability to communicate with Rhino3D/ Grasshopper via a communication plug-
in called gHowl. Grasshopper will serve as the main platform that facilitates the
communication between TouchDesigner and the MR interactions on Fologram.

02 Plywood Panels (Typ.)
03 1/8in Screw (Typ.J

04 Face Plate (Adapter to Rcbot)
05 ABB 6700 y i /

{02)
/
Enclosure Companents: ff
01 Lightform LF2 Projector \I
/

©

Figure 7: End Effector Enclosure

6. Conclusion

This paper presents a use case for the confluence of PM and MR technologies. Previous
technologies were examined by leveraging Weiner’s Cybernetics theory of feedback
loops, and Speicher et al.’s expansion on the reality-virtuality continuum. These
frameworks allowed us to explicitly categorize aspects of Mixed reality in the projects
studied and let us tailor specific aspects of what we’d like to imbue and tease out into
our own Dynamic Projection experiments. This early investigation into the confluence
of PM and MR will allow us to intelligently design more interactive Projected Mixed
Reality platforms in the future. The first iteration of Dynamic Projection revealed some
limitations in current MR technologies, pointed out the latent potentials for the
confluence of MR, and allowed us to speculate on how Dynamic Projection can help
architecture be a more active participant in the Climate Movement. Our current
research is expanding on those potentials and beginning to create real-world
applications for use in the fields of architectural design and construction.
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Abstract. The presentation of architectural models in virtual reality
(VR) enables architects to evaluate their designs and present them to
stakeholders, improving fidelity of architectural communication in
architectural design. Virtual walkthroughs are a powerful tool to convey
architectural concepts and unique features of the planned building.
However, creating walkthroughs is a rather tedious process involving
manual setting of keypoints at points of interest and in between, which
are then interpolated to create the trajectory. This often results in
awkward camera poses, sharp turns, intersection with geometry and
clipping problems, all of which must be resolved by tweaking or adding
new keypoints. Furthermore, the process requires constantly switching
between an inside view, for local refinements, and an outside overview,
for more global adjustments. To address this challenge, we present an
interactive design tool for walkthroughs in VR. Our tool automatically
provides a set of ideal keypoints, based on a customizable set of
objectives, and instantly generates a complete and smooth trajectory
that passes through them. It allows the user to tweak positions and
update the walkthrough in real time, in VR. In addition, it allows the
designer to have both an inside view and an overview simultaneously.

Keywords. Automatic Walkthroughs; Virtual Reality; Optimal
Trajectory; User Interface; SDG 11.

1. Introduction

Walkthroughs, flythroughs, and virtual tours--also known as trajectories--are some of
the most effective techniques for showcasing and highlighting a building and its unique
features. Advances in real-time 3D rendering allow walkthroughs to reach new levels
of realism, and have become necessary in many practices. As VR devices become more
ubiquitous, so will immersive walkthroughs. There is a twist however: users are no
longer limited to walking and looking in the direction of the path prescribed by the
designer but are free to look around and stray from the path. Walkthrough designers
should take this into consideration and carefully examine their walkthroughs in VR,
using a system that facilitates tweaking and fine-tuning.

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 49-58. © 2022 and published
by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA), Hong Kong.
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Designing a walkthrough can be a rather tedious process. It involves manually
specifying a path via key points, which are then interpolated in various ways. Standard
interpolation methods, e.g. splines, often result in paths that intersect with the
geometry, leading to distracting clipping problems. These must be resolved by
tweaking the existing key points, or by adding new ones. With this iterative process,
the designer inevitably ends up with many redundant keypoints that are difficult to
modify. Automatic trajectory generation algorithms have been proposed and are
discussed in Section 2, but were not intended for an interactive VR interface.

Our goal is to develop a computer-assisted, immersive, and interactive tool for
walkthrough design. The tool provides an initial walkthrough, optimized for a variety
of metrics, and allows the user to tweak and simultaneously optimize it in an intuitive
fashion in VR. The challenge lies in the optimization itself, which involves finding an
optimal set of optimal keypoints based on metrics such as spatial coverage and
visibility. Next, we address the question of how to specify the best visiting order, and
finally, how to create a smooth and intersection-free trajectory. To enable interactivity,
these computations must be performed in real time. Our contributions in this paper are
threefold:

e An optimal keypoint placement method.
e A collision-free optimal trajectory that optimizes keypoint ordering.
e A VR design interface.

The early design phase has the highest impact on a building project and hence
greatly influences material consumption and environmental concerns. Therefore, it is
paramount that we include both implicit (aesthetic, cultural or emotional) as well as
explicit (e.g. functional, environmental, economic) criteria early on to mitigate design
problems. With our project we respond to goal 11 of SGS - (Make cities and human
settlements inclusive, safe, resilient and sustainable), improving the communication of
design ideas to stakeholders, that are involved at later stages of the design-to-
construction processes, and therefore foster better informed design decisions.

2. Related work

Many applications provide tools to manually generate walkthroughs. A common
approach is to prescribe a sequence of keypoints, which are then interpolated to create
a path. Keypoint specification can be done by placement in the plan or the model of the
building, and is the traditional approach when working with CAD/BIM/3d modelers.
Alternatively, game engines allow the user to walk the scene in a first- or third-person
perspective, and to assign keypoints at their avatar's position. Previous work on
automatic walkthrough generation in the context of architecture is rather limited. To
the best of our knowledge, the only academic work that directly addresses this problem
is by Grafand Yan (2008). They proposed to create a graph where each node represents
aroom and each edge represents a doorway. This graph is then used to create a traversal
of the building.

In this work, we rely on path-planning and trajectory-optimization techniques

commonly employed in robotics. Path-planning refers to task of finding any path
between two points of an environment, while avoiding obstacles. See Yang et al.



AUTOMATIC FLYTHROUGH AUTHORING IN VR 51

(2016) for a recent review. The path does not have to be optimal in any sense, and
hence, path-planning is often followed by a trajectory-optimization phase (Kelly 2017).
Lin etal. (2013) proposed a path-planning approach for 3D spaces using Fast Marching
Methods. They provide insights on how, in the context of walkthrough planning,
common 2D path-planning can be used instead of 3D path-planning, effectively
reducing the complexity of the problem.

Creating a walkthrough of an architectural model is in particular similar to
generating paths for drone cinematography (Galvane et al. 2018). Although virtual
cameras are not constrained by the laws of physics, drone and virtual camera trajectory
optimization share many goals. These include, but are not limited to, collision
avoidance, cost optimization, smoothness of the trajectory, and coverage planning.
Gebhardt et al. (2016) for example, developed a computational design tool that allows
its users to easily create quad-rotor trajectories. They used an optimization-based
method to ensure that the trajectories are feasible in the real world. Another method
proposed by Négeli et al. (2017) also tackles automated aerial videography. This time,
online optimization is utilized, and the system is extended to work with multiple
drones. Interactively-defined aesthetic framing objectives are also incorporated.

3. Automatic walkthrough generation

The computational aspect of our approach consists of two steps. First, a set of keypoints
is determined. These keypoints are then sequenced by (approximately) solving the
Travelling Salesmen Problem, and a path is created. In the second step, the path is
further optimized to create a smooth and collision-free trajectory, while optionally
considering other objectives as well. This optimization process can continuously run in
the background while the user edits the keypoints, constantly improving the trajectory.

3.1. DETERMINING KEYPOINTS

To determine keypoint locations, we first construct an importance map, where higher
values signify greater importance. The map is based on metrics such as distance to
walls and visibility (Section 3.1.1). The keypoints are iteratively extracted based on
their importance (Section 3.1.2).

3.1.1. Computing the importance map

The importance map is sampled on a voxel grid and consists of three components:
obstacle, distance, and visibility (Fig. 1). The obstacle map is a binary map where a
voxel contains '1" if it intersects with the structure's geometry. Voxels of the distance
map contain the distance to the closest obstacle (floors and ceilings excluded) and is
computed as a distance transform of the obstacle map The goal of the V1s1b1hty map is

Figure 1. The different maps used for locating the keypoints
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to measure how much of the structure is seen from each voxel. To compute the
visibility at a certain voxel, we cast rays from that voxel to all other voxels and count
the number of successful rays. The result is divided by the total number of cells and
stored in the visibility map. Once the maps are computed, they are combined together
as a weighted sum

Importance(P) = Aobs(l - Mobs) + Adisthist + Avistis:

Where M., Mgist, Myis are the obstacle, distance and visibility maps respectively,
and the A's are user defined weights. Here, A, is chosen as an arbitrarily high number,
so voxels that collide with obstacles have low importance value. As can be inferred,
voxels that are distant from obstacles have higher importance values, as well as voxels
that are visible from many other voxels.

3.1.2. Extracting keypoints based on importance

With the importance function computed, our next goal is to place keypoints. The
desiderata are to place them at locations with high importance values, but evenly
distributed. A naive approach would be to place a point in each voxel that exceeds a
certain importance threshold. However, this has the risk of clumping many points
closely together in regions of high importance, or neglecting peaks of high importance
that are below the threshold. Another alternative is to pick local maxima of the
importance map, but we found them to be too few, in general. Our approach is a mix
of the two approaches. We iteratively pick the center of the voxel with the highest
importance value as the next keypoint. Then, we reduce the importance of this voxel
and all the voxels around it by a value proportional to the distance to the voxel. This
creates a "cone" of low values around the selected voxel, preventing any close voxels
from being selected in subsequent iterations. The radius and proportion of this cone can
be adjusted by the user. Smaller radii will have higher chances of generating denser
clusters of keypoints, while larger radii might produce too few keypoints. The process
continues until the desired number of keypoints has been reached.

X
>

Figure 2. An illustration of the keypoint extraction process. From the lefi, the point with the maximal
importance value is selected. It is then reduced to zero, with its vicinity reducing proportionally,
creating a cone. The next maximum is the selected as the next keypoint, and the process repeats.

3.2. COMPUTING A TRAJECTORY

Once the points of interest have been determined, the next task is to compute an optimal
trajectory that passes through them. We divide the task into two stages too. First, we
determine the optimal sequence in which these points should be visited. We then create
an initial rough trajectory and follow-up by a full trajectory-optimization routine.
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3.2.1. Sequencing the keypoints

The optimal sequence is, arguably, the one that produces the shortest path that visits all
of the keypoints. The problem of finding such a path is known as the Traveling
Salesmen Problem. We begin by computing all shortest paths between every pair of
keypoints. To do so, we leverage Unity's Navigation System, which works by
automatically creating Navigation Meshes, and use them for path-finding. Ideally, we
would then be able to solve the Traveling Salesmen Problem, but this problem is
known to be intractable for more than a few points, since it scales factorially. Instead,
we use a common approximation and compute the minimal spanning tree first, then
proceeding with a depth first search. This creates a path that is guaranteed to be shorter
than twice the length of the Traveling Salesmen path, and can be executed in real time.
In any case, we also allow the user to modify the sequence, in order to address
subjective considerations.

Figure 3. An image showing the keypoints on the lefi, and the optimal sequence shown on the right.
The greyed out keypoints are points on the lower level that would normally be occluded.

3.2.2. Optimizing the trajectory

As can be seen in Figure 3, the path created is a polyline that has jagged edges and
sharp corners, which might be visually disturbing. A common way to overcome that is
to replace the straight edges by a smooth spline, e.g. a cubic b-spline. However, as
mentioned, splines will sometime overshoot and collide with the structure geometry.
As a remedy, users can add more keypoints, but this quickly becomes unmanageable.
Instead, we opt to use a trajectory optimization approach. We discretize the polyline
using a user defined number of points n (typically n = 100 points) and represent them
by a vector (Xq, ...,X,), Where X; = (x;,V;,2;). Trajectory optimization is then
formulated as a minimization problem

min O0(Xy, ..., Xp),
X1,-0Xn

Where O (X4, ..., X, ) is an objective that measures the quality of the trajectory. We
solve this minimization problem using the quasi-Newton method L-BFGS (Nocedal
and Wright 2006). The objective itself is a weighted sum of different subobjectives we
specify in the following.

In our formulation, we used five different subobjectives. The first subobjective
penalizes deviation from the initial polyline trajectory. Letting (x?, ..., x9) represent
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that trajectory, this subobjective is expressed by

04 = ) llx; =

The next two subobjectives aim to minimize the velocity and acceleration of the
trajectory. Minimizing the velocity serves to reduce the length of the trajectory, at the
cost of slightly straying away from the keypoints. Minimizing the acceleration
encourages a smooth trajectory, as well as constant velocity. They are expressed using
first-order finite differencing, i.e.,

0y = D Ik =Xill2, Oq = ) Iers = 2% +xi_a

These three subobjectives result in a smooth trajectory, but one that might pass
through walls and obstacles. We encode obstacle avoidance as an additional objective
which penalizes proximity to obstacles. We let the user define the desired distance from
obstacles D. Then we find, for each x;, the closest point on an obstacle x§ . If the
distance between X; and X{ is greater than D, the objective contributes 0. Otherwise
we define

0c = ) (IIx; — x| = DY,

to encourage X; to move to a distance D away from X{. Note that X{ is updated in
each iteration and scenes crowded with obstacles can slow down the procedure. We
note that we have also experimented using the distance map as a means to formulate
this objective, but we found the results to be inferior, since the resolution of this map is
limited. Finally, we included a flying height subobjective that ensures that the elevation
of the trajectory over the floor remains as constant as possible. To this end, for each x;
we compute the distance to the floor f(x;) and let

On =) (Fx)? — HY

be the height objective, where H is a user-specified desired height. This objective
is useful in treating issues that occur around slopes, as can be seen in Figure 4. These
are related to inconsistent height and lack of smoothness occurring between the
keypoints at the bottom and top of the slope.

Figure 5. Results with and without the flying height objective. As can be seen, without this objective
the height of the trajectory above the slope is only determined by the top and bottom key points, and
thus is inconsistent along the slope. The issue is not present with this objective included.
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The subobjectives are combined to form the total objective
0= ld(?d + /11;01; + la(?a + /1000 + lh(?h
Where A are user-defined weights. The result of optimizing the path (shown in

Figure 3) is shown in Figure 5. The significance of each subobjective is shown in
Figure 6.

Figure 5. an optimal walkthrough trajectory of a two story building. Lefi and middle images show
the tm]ectory in the first and second 'floor, and the right image shows the entire tra]ectory

Figure 6. Demonstratmg the effects of droppmg any of the subobjectives

4. User Interface

While the trajectory generated with our method is optimal in a sense, users may wish
to customize and manually modify keypoint locations, as well as certain characteristics
of the optimal trajectory. Our algorithm enables this with little-to-no waiting time,
which allows for real-time interaction. Our interface allows users to explore the interior
of the building in VR in a familiar way, but also allows them to carry a miniature
version of the building and observe the exterior. This creates a unique experience,
whereby users can be inside and outside of the building simultaneously. A few images
demonstrating this interface with the DFAB house (Graser et al. 2020) are shown in
Figure 7.

Figure 7. Images showing the miniature inside the building. The user can see the insides by
manipulating a clipping plane (shown in the left and middle images). The right image shows the
keypoints and trajectory as well.
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[Add’|'Remove

Figure 8. The miniature with its side panel. The user can easily move keypoints around by grabbing
them, or add and remove point using the menu. Different visualization modes are shown in the menu
as well

The miniature and its side panel are shown (without texture for improved clarity in
the paper) in Figure 8. A specific keypoint can be grabbed and relocated using the
controller. New keypoints can easily be added by grabbing them from the Add-section
on the side panel and dragging them into the miniature. In order to remove a control
point, it has to be dragged and released into the red recycling bin. The menu can be
used to switch between visualization modes, as can be seen in Figure 9, and to start and
stop playing the walkthrough using a button.

Figure 9. Different visualization modes seen on the miniature

To evaluate the user interface, we ran a small user study with 5 non-expert
participants. Users were asked to design a walkthrough by placing keypoints
sequentially, using our VR interface, but without the optimization. They were then
asked to fill in a System Usability Scale (SUS) questionnaire (Sauro & Lewis 2012).
Then, they were asked to design a walkthrough using our optimization and fill in the
questionnaire again. In addition, participants were asked to comment on the differences
between the two approaches. The SUS score is on a 1-100 scale, where a score above
68 is considered to be above average. The scores for the VR interface alone were 80,
77.5, 100, 87.5, 85 with an average of 86, while the scores for the optimization were
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75,75, 85, 82.5, 82.5 with an average of 80. Both were considered to be within the B
range of usability. Participants noted that the initial automatic walkthrough gives them
a good starting point and would save a lot of time. Participants also noted that without
optimization the process was felt much longer, but at the same time, they felt more in
control. Some participants identified boundary cases, which we must address in future
work, which likely explain the drop in the score.

5. Conclusion

We presented an approach for automatic walkthrough generation based on detection of
important keypoints and trajectory optimization. In addition, we implemented a VR
user interface for planning walkthroughs, which leverages our optimization and allows
real-time editing. The interface shows favourable results among participants, but
further work is required in order to bring it beyond the experimental stage and tighten
the experience in the UX/UI sense. While SUS gives initial indication regarding the
usability, the fact that it is one-dimensional poses a limitation. Indeed, based on
participant comments, it is clear that control and workload, as measured by, e.g. the
NASA-TLX, play a critical role in system evaluation. A future user study will examine
this with different populations and also include assessment of the resulting
walkthroughs.
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Abstract. Virtual reality (VR) can enhance users' spatial perception
by enabling spatial design activities. Conversely, the VR environment
provides more visual information for the user to process than the
desktop environment, resulting in a low efficiency of the design
process. This study aims to verify whether VR can have a distinctive
influence on the spatial design experience compared to the desktop
environment. We conducted user studies on design experience in VR
and desktop environments to accomplish this goal. The results revealed
that participants’ satisfaction with the design experience was higher in
VR; however, the task completion was more time consuming than in
the desktop environment.

Keywords. Spatial Design Experience; User Study; Design Process;
Virtual Reality; SDG 9.

1. Introduction

Owing to COVID-19, space utilisation behaviour such as telecommuting has changed
and has accelerated the widespread use of virtual reality (VR) technology in our daily
lives. In addition to traditional video call services (e.g. Zoom, Skype), the meta-verse
concept was applied to socialisation, work, or recreation in a virtual world. Specifically,
meta-verse services (e.g., Roblox, Cryptovoxel, Zepeto, and Gather Town) induce
general users to design spaces or objects directly in virtual reality.

Innovating the design process using virtual reality technology is not a new concept.
In the early design stages, virtual reality studies were conducted that allowed detailed
review and modification of architectural spaces or intuitively showed the height of
surrounding buildings (Yabuki et al., 2011). In addition to research using VR's
immersive sense of space, new design methods have been proposed such as supporting
the architectural design process by visualising airflow (invisible) in VR (Hosokawa et
al., 2016), remotely experiencing a place previously inaccessible to designers
(Pletinckx et al., 2000).

VR has been widely used to improve communication between designers and clients
or decision-makers (e.g. Cave Automatic Virtual Experience system for vehicle
companies). In addition, VR has focused on reviewing the completed design
alternatives (de Casenave & Lugo, 2017; Freeman et al., 2018; Hou et al., 2009) or

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 59-68. © 2022 and published
by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA), Hong Kong.
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proposing a method to reveal the side effects according to the design (Yabuki et al.,
2011). Design reviews in VR are sometimes more efficient and can identify more
issues (Freeman et al., 2018); however, other researchers report that design reviews in
VR are inefficient and detect fewer issues (Hou et al., 2009). The existing literature has
shown conflicting results. Therefore, the utility of VR may vary depending on
experimental settings and conditions. In literature detailing the contribution of VR in
design review activities, VR was found to engage the user's spatial perception more
effectively than in the desktop environment when reviewing high-complexity objects
(e.g. buildings) rather than low-complexity objects (e.g. doors) classified in the theory
of technical systems (de Casenave & Lugo, 2017; Freeman et al., 2018). These studies
claim that VR enables an immersive and intuitive experience of the dimension, size,
and shape of the target object. However, to the best of our knowledge, no studies have
confirmed the specific difference between the design process considering an immersive
experience in a VR environment and the design process in a general desktop
environment.

Spatial design activities can be assisted by VR, which can enhance users' spatial
perception. Conversely, the VR enabled immersive environment has more visual
information for the user to process than the desktop environment, which may slow
down the design process. Therefore, this study aims to verify whether VR can provide
a distinctive influence and contribution to the spatial design experience compared to
the desktop environment.

The overall design direction is determined during the early design stages and
continues to be revised and developed, which makes it difficult to modify the design in
the later design stages. Hence, it is essential to understand whether the VR environment
can make a meaningful contribution not only in later design reviews, but also in the
early stages of design. Considering these factors, we investigate the difference between
designing a space in VR and in a desktop in an uncertain situation where design
conditions change frequently.

By comparing the design experience of the VR environment to the desktop
environment, the design process in a metaverse environment can be performed more
effectively in the future. To accomplish this goal, we performed the following tasks:
1) We conducted user studies on design experience in both VR and desktop
environments.

2) We conducted quantitative and qualitative analysis on the experiment results.
3) We discussed the advantages and disadvantages of both environments.

2. Related Works

2.1. SPACE PERCEPTION IN VR VS. DESKTOP

In the desktop environment, users see 3D space through the monitor screen and
navigate the space by freely moving the viewpoint (zoom, pan, orbit) using the mouse
and keyboard interfaces. As it is difficult for users to perceive space through their
somatic sense in the desktop environment, a separate reference object (e.g. human
model) or measuring tool (e.g. Tape Measure Tool in SketchUp) is needed to determine
the exact distance and dimensions of the virtual object. Most 3D CAD tools provide
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these functions because accurate size is essential in the design process. The desktop's
omniscient point of view helps users quickly and easily explore the shapes of objects
in space and their relationships. However, when experiencing virtual reality (VR) by
wearing a head-mounted display (HMD), the user sees the three-dimensional virtual
space surrounding him through an egocentric view. The user perceives the virtual space
through the whole somatic sense while changing the viewpoint by moving his body as
in the real world. Unlike viewing 3D space on a monitor screen (i.e., the desktop
environment), VR enables an immersive experience of 3D space.

However, when reproducing VR through an HMD, human space perception tends
to vary from that in the real world. It has been experimentally confirmed that humans
perceive the distance between themselves and objects (i.e. viewer-centred depth) in VR
to be closer than the actual length (Willemsen et al., 2004). This phenomenon has not
yet been clarified precisely, but the leading cause is the mismatch between
accommodation - the focus of each eye on the HMD's virtual image - and vergence -
the location created by overlapping the virtual images perceived by both eyes - is
suspected (Drascic & Milgram, 1996). According to the size-distance invariance
hypothesis, the perceived underestimated depth causes the user to perceive an object's
size to be usually smaller (Kelly et al., 2013). The user can recognise the space more
accurately by directly moving their body in a virtual space (e.g., walking or reaching
out to an object) (Kelly et al., 2013). In other words, when designing a virtual space
using VR, the user needs to experience the space by directly moving their body ina 1:1
scale space for an accurate sense of space.

2.2. DESIGN IN VR ENVIRONMENTS

In architecture and automobile design, resources and time are consumed to produce a
physical mock-up on a 1:1 scale. VR technology offers the advantage of evaluating the
design work and revisions efficiently and quickly. VR is often used for simulating
designs that are difficult to experiment with within spatial design. For example, Yeom
etal. (2021) confirmed how green wall design affects the user's cognitive state through
a VR experiment. Hong et al. (2019) investigated how the window-wall ratio of a
building affects occupant satisfaction. Both aforementioned papers used VR
technology to confirm the responses the building user received as it is impossible to
experiment with actual buildings. The 1:1 scale model in the VR immersive space
provides a much better alternative to reviewing the final design than in a desktop
environment.

Researchers have been studying whether the design review process using VR
provides better usability than the desktop environment for two decades. Studies have
explored whether VR users can complete design reviews faster or discover more design
issues than in the desktop environment. However, existing studies have reported
contradictory results. According to the experimental results of Freeman et al. (2018),
the VR environment allowed participants (i.e., reviewers) to complete a given task in
significantly less time. In addition, users found more design issues in the VR
environment than in the desktop environment. However, the experiment of de
Casenave & Lugo (2017) reported that the 3D model review was completed faster in
the desktop environment than in the VR environment, and there was no significant
difference in the design errors found. Many studies still differ on whether the design
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review process in VR shows a better time and a greater number of identified design
issues. A clear advantage of the design review process in VR is that it improves human
spatial perception (Horvat et al., 2019). Compared to the desktop environment, VR can
naturally and realistically interact with the 3D model and allow full use of human
spatial understanding (Hou et al., 2009).

In addition to design reviews conducted for the late design phase, new attempts to
utilise VR technology for design concept development have also been proposed. Many
design tools that operate in a VR environment have been released to general users (e.g.,
Tilt Brush by Google, Gravity Sketch, VR Sketch). Lee et al. (2018) proposed a method
of customising the dimensions and configuration of desks and shelves to fit the body
conditions of the end-user in a VR environment, free from physical constraints. Thus,
design reviews and design activities in the virtual world are gradually becoming
common. However, the usefulness and characteristics of the design action itself in the
VR environment remains relatively unexplored. Therefore, this study will
comparatively analyse the characteristics of design behaviour in a desktop environment
and in a VR environment, revealing the differences between the two.

3. Methods

We conducted a comparative experiment to determine the difference between the VR
and desktop environments in the interior design process. Interior design is one of the
design domains in which designers first utilised the 3D CAD system. Owing to high
complexity in interior design process, it becomes necessary to judge the shape and size
of furniture, such as sofas and tables, while also determining the positional relationship
of each in the space. To review the difference between the two environments, we
conducted an experiment on arranging furniture in virtual and desktop environments.

3.1. EXPERIMENTAL SETTINGS

The experiment required the participants to create an interior design based on the
design brief. The participants were asked to decorate an apartment's living room and
kitchen space in both the desktop environment and the VR environment (figure 1-a).
The living room and kitchen area are approximately 43.3 m?, and the details of the
space are shown in figure 1-b. The clients for the experiment were a family of three,
and design requirements (figure 1-c) were included in the design brief.

The participants were instructed to design using SketchUp Pro 2021 (SketchUp) in
the desktop interface (DI) and the 3D model of the living room and kitchen scaled to
real-life dimensions were provided in advance (figure 2-a). In addition, 3D models of
various furniture items were also supplied as a component library (figure 2-c; 20 chairs,
8 sofas, 8 tables, 6 bookcases, and 7 lights). Users were able to easily position in 3D
space by drag-and-drop in SketchUp's component window (red box in figure 2). The
participants selected furniture in accordance the design brief from the furniture library
and then designed the space using select, move, scale, rotate, and erase functions.
Participants were able to change the viewpoint (orbit, zoom, and pan) using the mouse's
wheel button and the dimensions could be measured directly using the measure tool. A
desktop interface with a 27-inch monitor was used, and the participants sat at a desk
and performed tasks with a mouse and keyboard.
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Daughter’s
room

Bathroom
Bathroom

Enterance Dress room

Master’s bedroom

Study room — =L
_4
(a) Client’s house (b) Kitchen and living room
Client's family members Age Sex Job Hobby
A4 Male Novelist Reading books, Having coffee time
Member 1. .
Father [Needs] He has a personal study room, but wants to read and write novels
on a laptop in the living room.
44 Female Public official Cooking, Having coffee time
Member 2. . - - g g
Mother [Needs] She wants to have dinner with the family not only on the kitchen table,
but also in the living room.
16 Female Student Reading books
Member 3. —
Daughter [Needs] She wants to have a personal bookshelf in the living room

bECUUSE O{ her smu” room.

(¢) Client’s family members and their personal information and needs

Figure 1. (a) Floor plan of client’s house; (b) dimensions of kitchen and living room, (c) client’s
family members and their personal needs

The participants were asked to design using VR Sketch in the VR environment. VR
Sketch is a program that allows 3D modelling to be performed in a VR environment
through a consistent interface with SketchUp. The same design brief, 3D model, and
furniture library as in the desktop environment were provided. In addition, participants
could select, move, scale, rotate, erase, and measure tools even in the VR environment.
Users can orbit, zoom, and pan using a two-handed controller and explore the 3D space
by moving their bodies to different locations in space and changing their viewpoints.
VR Sketch provides a unique teleport tool that moves the viewpoint to the location
pointed to by the user as a teleport point, and at the same time, it allows the user to view
the 3D model on a 1:1 scale. Oculus Quest 2 was used in this experiment, and VR
design was carried out in a space of 3.5 m x 4.5 m.

To explore the design experience differences between the two environments, each
participant was asked to perform the same design task in both the VR and desktop
environments. To minimise the learning effect bias, half of the participants first
performed in the VR environment, and the other half in the desktop environment. Next,
the environments were reversed and the participants were given the same design task,
but they were instructed to work toward achieving different results than they had
achieved in the previous environment. Unlike the previous environment, we intended
to analyse their judgments on design changes in different environments. There was no
time constraint in either environment. Before designing in the VR environment, a
tutorial session explaining the essential functions of VR Sketch (e.g., insert
components, move, copy) was held for approximately 10 min.
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(b) VR environment (c) 3D model of furnitures

Figure 2. Experimental settings

After completing the design tasks, the participants completed a questionnaire
survey on their design experience in both environments. The questionnaire consisted
of the System Usability Scale (SUS) Brooke, 1996) and satisfaction questions about
design results (Table 1). Responses were received on a 5-point Likert scale for each
item, with one being 'strongly disagree’ and five 'strongly agree'. Semi-structured
interviews were then conducted. The experiment took approximately 1 hour in total.

Table 1. Items of Satisfaction Questionnaire

Satisfaction Questionnaire

Sl I am satisfied with the quality of the design output.

S2 I am satisfied with the time it took to complete this task.

S3 I am confident that the outcome of this assignment was creative.

S4 I am confident that the results of this assignment are convincing.
S5 I am satisfied with the ease of working on this assignment.

Participants were recruited from interior design and industrial design majors who
can use SketchUp with visual acuity (or corrected visual acuity) of 20/20 or higher, and
four participants participated in the experiment (mean age = 27.3 y; SD = 3.2; one
female). They all had an average of 3.1 years of experience using SketchUp (SD =2.3),
and all had prior experience with VR devices. One of them owned a VR device and
used it more than once a week, while the remaining were infrequent users of VR
devices (two people less than once a year, one more than once a year).

3.2. RESULTS AND DISCUSSIONS

Regardless of the experimental sequence, the task completion times were longer in VR
than in DI. The average task completion time for the VR environment was 27.8 min
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(SD = 3.2) while that for DI environment was 18.75 min (SD = 1.0). With a difference
of approximately 10 min, the VR work took approximately 48% longer than the DI.

The results of the SUS and satisfaction questionnaire are shown in figure 3. All
SUS and satisfaction results did not have normality (Shapiro-Wilk test; p > .05).
Therefore, we did not perform a statistical analysis. The mean SUS score of VR was
85.0 (SD = 13.1) and that of DI was 68.8 (SD = 13.6). The mean SUS score for both
environments was calculated using the method described by Brooke (1996). An SUS
score of 68 indicates the top 50% or average system usability. The experiment
participants evaluated the usability of the DI environment as average and that of VR
environment as above average.

5 100 5

4 80 4

3 60 3

juswUoLIALS |
JUBLILCIIAUD YA

2 40 2

1 20 1

o o o
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(a) SUS Questionnaire Results (b) Satisfaction Questionnaire Results

Figure 3. Questionnaire results

In addition, in the satisfaction results, the participants rated their work experience
higher in VR. In particular, it showed the most significant design satisfaction compared
to DI in the ‘persuasiveness of the results’ item. Participants were confident that their
results in the VR environment were designed based on more rigorous evidence. In VR
environment, all participants were able to visually check the size and shape of the space
and furniture in a 1:1 scale space while selecting furniture and adjusting its size and
location. Although it was possible to directly check the scale of the space and furniture
with the Tape Measure Tool in the desktop environment, it was difficult to judge
whether the size of the table or the width of the space was suitable for the human scale
only with the numerical value. Following are the parts of the participant responses in
the post-interview.

P1: "During the design process, it was helpful to 'feel' the size of the table directly."

P2: "Feeling a sense of space on a 1:1 scale gave me the confidence that [ was doing
well on my own."

P3: "VR allowed me to evaluate and modify my designs in real time. ... Checking
the 1:1 scale directly helps to make a better decision.’

P4: "Even if I look at the same furniture, the feeling is different (between VR and
DI environments) ... It influenced my design decisions."
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(a) Participants’ design outcomes (b) Highlighted differences
in VR and Desktop environments between the two environments

Figure 4. Design outcome from the experiment participants

The participants' design also reflected the characteristics of the VR and DI
environments (figure 4). For example, in the VR design, P1 resized the height of the
living room table (the original height of the table component was 800 mm) to 710 mm
(figure 4-b). After arranging the table and chairs, P1 resized them to 710 mm by
bending the knees and checking the height of the table from the perspective of sitting
on the chair. However, P1 did not resize the height of the table in the DI work to 800
mm. Considering that the recommended table height for adults is 710-760 mm,
recognising the actual size of furniture in the VR environment affected the design of
P1. In another case, P3 adjusted the height of the bar table in the kitchen to be higher
than that in the DI by matching the height of the bar stool in VR (figure 4-b). The
natural sense of space in VR influenced the size of the furniture and the confirmation
of the movement. In the DI result of P2, the aisle width next to the kitchen table was
960 mm, but in the VR result, the desk was rotated 90 °to secure a wider circulation
(aisle width 1380 mm). In addition, as in DI, when P2 arranged the bookshelf and P2
viewed the living room from the kitchen, P2 checked the side of the bookshelf to see
that the window was not visible. Then P2 moved the bookshelf to the opposite side
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(figure 4-b). In the post-interview, P2 answered the following:

“I tried to make it the same as what I did on the desktop in VR, but in reality, the
space was too small... When looking from the kitchen, the bookcases covered the
windows, so the space seemed small. So, | moved the bookshelf to the other side.”

In the two design results of P4, there are differences in the colour and style of the
selected fumniture.

“When I checked it with VR, (the bar table in the kitchen) did not match the colour
of the wall. So, I switched to a black bar table and a white stool.”

Comparing the results of the two work environments, it can be confirmed that the
participants used a 1:1 scale sense of space for furniture arrangement and size
determination in the VR environment. Although they could check the exact dimension
in DI with the Tape Measure Tool, it was more useful to check the actual size than the
exact figure. This determines that the VR's accurate spatial sense made participants
more confident in their designs.

4. Conclusion and Future Works

This study analysed the differences in spatial design experience and design outcome
depending on the VR and desktop environments. The user study results revealed that
the design task completion time was longer in the VR environment than in the desktop
environment. However, design satisfaction with design experience in VR was
significantly higher than that in the desktop environment. Specifically, the reliability
and persuasiveness of the design outcome created in the VR environment were higher
than those in the desktop environment. This shows that immersive settings lead to a
more rigorous design experience by allowing designers to review their work-in-
progress design from various perspectives. In this study, the participants conducted
short design tasks (approximately 40 min per participant); however, some participants
reported nausea owing to prolonged use of the head mounted display after the study.
Therefore, the results of the VR design experience may vary depending on the duration
of the user study.

Acknowledgements

This work was supported by Institute of Information & communications Technology
Planning & Evaluation (IITP) grant funded by the Korea government (MSIT)
(N0.2021-0-00968, Developing State-of-Art 2D sketch to 3D model Conversion and
Refinement Methods Inspired by NLP Translation Model)

References

Brooke, J. (1996). SUS: A “Quick and Dirty” Usability Scale. Usability Evaluation In
Industry, 207-212. https://doi.org/10.1201/9781498710411-35

de Casenave, L., & Lugo, J. E. (2017). Design Review Using Virtual Reality Enabled CAD.
Proceedings of the ASME Design Engineering Technical Conference, 1.
https://doi.org/10.1115/DETC2017-67878

Drascic, D., & Milgram, P. (1996). Perceptual issues in augmented reality. Proceedings
Volume 2653, Stereoscopic Displays and Virtual Reality System.
shttps://doi.org/10.1117/12.237425



68 H. KIM AND K.H. HYUN

Freeman, 1., Salmon, J., & Coburn, J. (2018). A bi-directional interface for improved
interaction with engineering models in virtual reality design reviews. International
Journal on Interactive Design and Manufacturing, 12(2), 549-560.
https://doi.org/10.1007/S12008-017-0413-0

Hong, T., Lee, M., Yeom, S., & Jeong, K. (2019). Occupant responses on satisfaction with
window size in physical and virtual built environments. Building and Environment, 166,
106409. https://doi.org/10.1016/J.BUILDENV.2019.106409

Horvat, N., Skec, S., Martinec, T., Lukacevic, F., & Perisic, M. M. (2019). Comparing Virtual
Reality and Desktop Interface for Reviewing 3D CAD Models. Proceedings of the Design
Society: International Conference on Engineering Design, 1(1), 1923—-1932.
https://doi.org/10.1017/DSI.2019.198

Hosokawa, M., Tomohiro Fukuda, T., Yabuki, N., Michikawa, T., & Motamedi, A. (2016).
Integrating CFD and VR for indoor thermal environment design feedback. Proceedings of
the 21st International Conference on Computer-Aided Architectural Design Research in
Asia (CAADRIA 2016) (pp. 663—672).

Hou, M., Hollands, J. G., Scipione, A., Magee, L., & Greenley, M. (2009). Comparative
evaluation of display technologies for collaborative design review. Teleoperators and
Virtual Environments, 18(2), 125-138. https://doi.org/10.1162/PRES.18.2.125

Kelly, J. W., Donaldson, L. S., Sjolund, L. A., & Freiberg, J. B. (2013). More than just
perception-action recalibration: Walking through a virtual environment causes rescaling
of perceived space. Attention, Perception, and Psychophysics, 75(7), 1473—1485.
https://doi.org/10.3758/S13414-013-0503-4/FIGURES/6

Lee, B., Shin, J., Bae, H., & Saakes, D. (2018). Interactive and Situated Guidelines to Help
Users Design a Personal Desk that Fits Their Bodies. Proceedings of the 2018 Designing
Interactive Systems Conference, 637-650. https://doi.org/10.1145/3196709

Pletinckx, D., Callebaut, D., Killebrew, A. E., & Silberman, N. A. (2000). Virtual-reality
heritage presentation at Ename. /EEE Multimedia, 7(2), 45-48.
https://doi.org/10.1109/93.848427

Willemsen, P., Colton, M. B., Creem-Regehr, S. H., & Thompson, W. B. (2004). The effects
of head-mounted display mechanics on distance judgments in virtual environments.
Proceedings - 1st Symposium on Applied Perception in Graphics and Visualization,
APGYV 2004, 35-38. https://doi.org/10.1145/1012551.1012558

Yabuki, N., Miyashita, K., & Fukuda, T. (2011). An invisible height evaluation system for
building height regulation to preserve good landscapes using augmented reality.
Automation in Construction, 20(3), 228-235.
https://doi.org/10.1016/J. AUTCON.2010.08.003

Yeom, S., Kim, H., & Hong, T. (2021). Psychological and physiological effects of a green
wall on occupants: A cross-over study in virtual reality. Building and Environment, 204,
108134. https://doi.org/10.1016/J.BUILDENV.2021.108134



GIS-BASED EDUCATIONAL GAME THROUGH LOW-COST VIRTUAL
TOUR EXPERIENCE

Khan Game

GUZDEN VARINLIOGLU!, SEPEHR VAEZ AFSHAR?, SARVIN
ESHAGHTI?, OZGUN BALABAN*, TAKEHIKO NAGAKURA®
!Department of Architecture, Izmir University of Economics; Massa-
chusetts Institute of Technology

23M.Sc. Landscape Architecture, Istanbul Technical University
“Delft University of Technology, The Netherlands

SDepartment of Architecture, Massachusetts Institute of Technology
'ouzden@mit.edu, 0000-0002-4417-6097

2afsharl 9@itu.edu.tr, 0000-0001-8380-2348

Seshaghil S@itu.edu.tr, 0000-0003-1754-7355
‘ozgunbalaban@gmail.com, 0000-0002-7270-2058
Stakehiko@mit.edu.com, 0000-0002-3219-3930

Abstract. The pandemic brought new norms and techniques of
pedagogical strategies in formal education. The synchronous/
asynchronous video streaming brought an emphasis on virtual and
augmented realities, which are rapidly replacing textbooks as the main
medium for learning and teaching. This transformation requires more
extensive online and interactive content with simpler user interfaces.
The aim of this study is to report on the design, implementation, and
testing of a game based on low-cost and user-friendly content for digital
cultural heritage. In this project, a game aimed at inclusive and
equitable education was developed using 360° images of the targeted
architectural heritage geographically distributed in a pilot site. We
promote lifelong learning opportunities for all, following the SDG4,
aiming for quality education with the easy-to-use online platform and
easy access to immersive education through mobile platforms. Towards
a post-carbon future without the need for travel, computational design
methods such as using 360° videos and images in combination with
virtual reality (VR) headsets allow a low-cost approach to remotely
experiencing cultural heritage. We propose developing and testing a
GIS-based educational game using a low-cost 360° virtual tour of
architectural heritage, more specifically, caravanserais of Anatolia.
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1. Introduction

The academic year of 2020 inevitably brought changes and challenges in formal
education due to the pandemic. Consequently, the studies on online education in
design, still experiential to date, explore both teaching and learning methods. The
process of learning through experience, or "learning through reflection on doing," aka
experiential learning, is an important part of architectural education. It has become a
great opportunity to rethink conventional pedagogical methods and current pandemic
experiments, using emerging technologies, and transporting instruction outside of the
digital classroom (Estrina et al., 2021). The availability of synchronous/asynchronous
video streaming brought an emphasis on virtual and augmented realities, which are
rapidly replacing textbooks as the main medium for learning and teaching. However,
the current multiplicity and complexity of online and interactive content created a need
for simpler user interfaces.

This study aims to describe the design, implementation, and testing of a game based
on low-cost and user-friendly content for digital cultural heritage. The game described
in this study was developed using 360° images of the targeted architectural heritage,
which are geographically distributed in a pilot site. This educational game aims to
ensure inclusive and equitable education and promote lifelong learning opportunities
for all. As stated by the United Nations' sustainable development goals, among the
visions for 2030 are increasing gender equality, and providing equal access to all levels
of education to vulnerable persons with disabilities, indigenous people, and children of
both genders (UN, 2015). Thus, we assume that the aim of digital learning and teaching
tools should be to ensure affordable and quality university education (SDG4). We
promote lifelong learning opportunities for all through the easy-to-use online platform
and easy access to immersive education through mobile platforms. The original
contribution of this study is at two levels: visualisation and immersion. Immersion in
interactive technologies is defined as the perception of a presence in the non-physical
world; presence refers to the user's reaction to immersion (Slater, 2003). Immersion
may be achieved by visual aspects, auditory images, and also narrative.

Digital Heritage, as defined by UNESCO (2009), "is made up of computer-based
materials of enduring value that should be kept for future generations." The cultural
heritage has a concrete value derived from its authenticity, as well as its digital
interpretation, which has its own value (Aydin and Schnabel, 2015). Serious games
(SG) -videogames designed for educational objectives- on cultural heritage, as one of
many interpretations, are a new tool aiming to increase engagement with cultural
content. Mortara et al. (2014, 318) argue that "the design process of an SG differs from
the one of a common e-learning application as an intrinsic balance between learning
and gaming should be found." Thus, the learning content has a key role, as the game
interactions and mechanics cannot be regarded as a separate layer, but rather, are highly
dependent on the heritage content.

Games have much in common with the architectural design process, including the
emphasis of graphical representations, the dominance of a narrative, and possibilities
of collaborative teamwork (Di Mascio, 2017). Similarly, Zarzycki (2016) highlights
the similarity between building and video game design because, besides the visual
quality, both are based on narrative. Current video games are complex and costly by
nature, and this is leading scholars to explore simpler, cost-effective tools and methods.
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360° videos together with images and virtual reality (VR) headsets are a low-cost way
of remotely experiencing cultural heritage. In contrast to previous attempts at using
360° videos, we propose developing and testing a GIS-based educational game using
a low-cost 360° virtual tour of architectural heritage, more specifically, the
caravanserais of Anatolia.

The main aim of the Digital Caravanserai Project is to create a geolocated virtual
experience of the caravanserais, allowing the exploration of Anatolian networks of the
past. Using this heritage data, we aim to address the following three questions: How
can we extend the notion of a relational database into a more holistic geolocated
system? How can 360° photographic images be used as an immersive experience using
simple and low-cost systems? How can the photogrammetric reality and game
elements create an authentic self? The project consists of three stages. In the first, we
collected data on caravanserais in architectural literature and also studied the heritage
objects in the field, both to experience their geographical context and to collect images
with 360° cameras. Second, through these collected panoramic images, we designed
and implemented both virtual tours and an educational game using 3dvista Virtual Tour
PRO software. Finally, we designed the game to encourage users to visit all the virtual
sites and interact with the content, providing exhaustive coverage on the material. The
game involves puzzle-solving using the learned information, which further guarantees
the users attend to the content. The user interaction is monitored and stored in online
platforms, allowing assessment of the interaction rate of all elements, which can be
used to improve later versions of the game.

2. Immersion and Visualisation in Heritage Game

Game design is about the design and aesthetics of creating a game for entertainment,
while educational or serious game design focuses specifically on supporting learning
on certain subjects, skills, etc. Whether educational or not, game mechanics are
constraints of rules and feedback loops intended to produce enjoyable gameplay.
Gameplay is the way in which players interact with a game. Educational games and
game-based learning have become prominent tools in delivering an innovative learning
experience. The tradition of learning by doing was conceived of by Bauhaus, and an
extension of this conception is learning by playing. This is the focus of an increasing
number of studies on emerging technologies, which move instruction beyond the
digital classroom (Estrina et al., 2021). Before the pandemic, a few futuristic studies
had already emerged on the integration of architectural education and immersive
technologies, such as Augmented Reality (AR), Virtual Reality (VR), Mixed Reality
(MR), but the online teaching era brought many more explorations of the interaction
potential of live tools. Also, at the same time, there was an expansion of interaction
from simple chatting to more attention-demanding tools, such as games.

Within the focus on heritage educational games, two definitions need to be
clarified: immersion and visualisation. Immersion in interactive technologies is defined
as the perception of the presence in the non-physical world. Presence is the user's
reaction to immersion (Slater, 2003). Immersion may be achieved by visual aspects,
auditory images, and also narrative; visualisation, on the other hand, is any technique
for creating images to communicate a message. The use of immersive visualisation and
more natural interaction increases the sense of presence, creating an enhanced game
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experience.

This paper is a combined effort incorporating two text-based games designed and
implemented by the authors: one on Iranian caravanserais (Eshaghi et al., 2021) and
another on Anatolian caravanserais (Vaez Afshar et al., 2021). Also, further research
has been published covering other heritage sites: a mobile platform game (Varinlioglu
et al., 2017), a virtual reality application (Varinlioglu and Kasali, 2018), and an
augmented reality application (Varinlioglu and Halici, 2019). Drawing on the authors'
expertise both in the subject of caravanserais and in various immersion and
visualization methods, this paper focuses on two components of the Khan Game: GIS-
based and 360° immersive experiences.

Maps have always been an integral component of games, as the contextual layer
for a gaming experience, (Tomaszewski et al., 2018: 369). An early use of geographic
information was the strategy board game Risk and its video game version in 1988,
based on a political map of the world. Similarly, Microsoft Flight Simulator 2.0 in 1984
portrays planet Earth with varying degrees of detail, both major landmarks and
populous cities, and with a sparse landscape. The Stanford Geospatial Network Model
of the Roman World (ORBIS, 2013) portrays the Roman world, not as it would have
physically appeared from space, but captures environmental constraints that govern the
flows of people, goods, and information. By simulating movement along the principal
routes of the Roman network, the main navigable rivers, and sea routes, this interactive
model reconstructs the duration and financial cost of travel in antiquity. Although
produced as a commercial game, this interactive model is a unique educational source
for understanding pre-modern society.

The VR game design combines the audience's live experience, using 360°
panorama shooting, 3D modelling, virtual reality, and intelligent question-answering
technology. Some studies suggest simpler methods and tools such as 360° videos,
excluding even the headsets to prevent distraction by virtual reality (Alaméki et al.,
2021). 360° videos and panoramic photos have only recently been introduced in the
heritage sector, for example, Argyriou et al. 2020 produced a set of design tasks and
techniques to exploit immersion in cultural heritage tour applications. Thus, our case
study, as a solution to the high-cost content creation for VR, is designed to apply low-
cost immersion and visualisation techniques to the phenomenon of caravanserais, the
waypoints along the Silk Roads.

The Silk Roads were a network of routes connecting the ancient societies of East,
Central, and Western Asia with the Mediterranean (Frankopan, 2015). This network
represents one of the world's preeminent long-distance communication networks,
covering the Anatolian landscape through caravan routes (UNESCO 2013).
ICOMOS's thematic study on Silk Roads covers the east-west extent as far as Antioch
- modern-day Antakya. Despite the importance of Anatolia in this respect, there is still
doubt over Turkey's full involvement in this project, and thus over the inclusion of the
Silk Road network in Anatolia (Williams 2014).

A caravanserai, caravan palace, or han in Turkish, is a roadside inn for travellers to
rest during long journeys. These are deliberately positioned within a day's journey
apart, on average of every 30-40 kilometres. According to the Project Old World Trade
Routes (OWTRAD), there are 154 Seljuk caravanserais on the route from Denizli to
Dogubeyazit, Turkey (Ciolek, 1999). Independent studies on Anatolian urban
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networks include an in-depth but accessible research project by Branning (2019) on the
Turkish khans, and studies on Anatolian caravanserais (Erdmann, 1961; Ilter, 1969;
Ozergin, 1965; Tuncer, 2007). In contrast to these more general studies, the specific
focus of the current study will be the caravanserais of Southern Anatolia during the
Anatolian Seljuk State. Our pilot location is Antalya, the intersection of eight caravan
roads, and thus, a prominent focus in the discovery of ancient Anatolian networks
(Bakkal, 2019).

3. Game Design, Implementation, Playtesting, and Web Analytics

The design and development of Khan Game involved an interdisciplinary team of
designers, architectural historians, and engineers collaborating to explore the
possibilities offered by an easy-to-use virtual tour platform of the software, e.g., 3dvista
Virtual Tour PRO. Through the modification of 360° images of existing caravanserais,
the game encourages the user to solve puzzles based on historical facts in a game
scenario. In the game, the avatar, a digital archaeologist, explores the geographically
distributed caravanserais, each of which has a unique puzzle game that involves finding
missing pieces of an inscription or other missing objects. These caravanserais are
presented in an online 3D map of Anatolia, and by clicking a particular one, users can
access its puzzle.

1. Erdmann, 1961

. . Potential
Source 2. Ozergin, 1965 locoatie;lnlsaof
Input about — 3. Tlter, 1969 missin
caravanserias 4. Tuncer, 2007 -
caravanserais

5. Turkishhan.org

. L A nivitalivation s . || Search for missing
Process Literature Survey Digitalization Locating on map caravanserais
Tool Researchers Spreadsheet Google Earth Field Studies
Output | Data Collection
Input Database 360° videos and photos
Process Creating the GIS of Gamifying in the HTML
roces founded caravanserais VR Platform integration
Tool GIS 3DVista
Output | Digital Game Website

Figure 1. Methodology of the Khan Game design

There were three steps to developing the game. First, information about the selected
architectural heritage, i.e., Caravanserais of Antalya, was accessed from the existing
academic literature, consisting of publications, book chapters, and unpublished
research, as well as notes and blogs of travellers, tourist guides, and local people (Fig.
1). We compiled this unstructured data into a spreadsheet, allowing us to test the
validity of information on the location of the caravanserais, the interpretations of its
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characteristics, date of construction, and other relevant aspects. The location data was
compiled on the Google Earth platform, both to geolocate the data and allow
comparisons within this collaborative geodatabase. The next step was the field studies,
where the geo-data was reassessed to resolve any conflicting information. Finally, for
each caravanserai, 360° images were carefully collected using low-budget devices,
e.g., Go Pro max. This visual data was further used in virtual tours of the caravanserais.

Second, to achieve a distinctive visual language, the 360° images were compiled,
and used in the design and implementation of a web-based virtual tour. For this stage,
we used a commercial 3D virtual tour tool, i.e., 3dvista Virtual Tour PRO. This tool,
which enables the creation of interactive virtual tours using 360° images, and is
compatible with virtual reality devices and smart devices running Web browsers. Easy
to publish web-based tours require no reviewing time, unlike in AppStore or Google
Play. 3dvista also allows adding information boxes, media, URLs, etc. These
capabilities allow the user to increase the content's immersiveness and interactivity for
the target audience (Nemtinov et al. 2020). E-learning functions, which have been
recently incorporated in the software, enabled generating educational virtual tours.
However, while gaming is not the main aim of the software, the presence of question
or quiz cards, integrated scoring, and the reporting system allows the creation of an
entertaining treasure hunt game. Additionally, while studies in the literature are
available using the virtual tour-making capability of the 3dvista (Perdana et al., 2019),
there seems to be little research exploiting this opportunity for game development.
Hence, this novel technology is worthy of deeper consideration.

Raw Photo Filtered Gloomg SEa ned — + Characters
Eaclc_ground LandscaP;: Architectural Hcritasc =3 X

£ == =SS

Figure 2. Visual language and layers of the game

For the game's visual language, first, we edited the 360° photos to create an
atmosphere of fantasy, while sharpening the focus of the architectural heritage objects
and sites. Artistic experimentation resulted in 360° images composed of three layers -
a layer of "heritage", displaying the currently existing architectural values of
caravanserais, a layer of "landscape", displaying the actual context of caravanserais,
and a layer of "fiction", narrating the scenario (Fig. 2). The team created sprite sheets
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of the characters and artefacts, as well as typefaces for the visual language components
of the game. The content of these tours was provided through drone and 360° videos
to enhance the immersion, with the addition of maps, photos, and other information
collected through the literature review.

The final step was incorporating a narrative in order to develop the gameplay. A
story involving a female archaeologist was verbally and visually transcribed, set in one
of the distinctive locations of the ancient site. Through intuitive movements, the player
directly navigates the realm of immersive space t in these 360° settings, allowing
interaction with the architectural settings. Further, through the short quizzes and puzzle
games, the user is able to absorb the historical information in an attractive and easy-to-
digest form. The inspiration for the game's story came from real information about the
Alarahan, one of the caravanserais on the list. According to Branning (2019), the upper
part of the inscription at the top of the entry door of the Alarahan is missing. This
information inspired us to create a story in which, during her journey, an archaeologist,
the game's main character, encounters a thief in a caravanserai stealing a part of an
inscription. The main goal of the game's scenario is to find the thief, but in the search,
the archaeologist experiences a mysterious journey, seeking hidden objects, answering
questions, and finding clues to the correct route through the caravanserai. The player
first encounters the clues to find the answer to questions during the gameplay, then
needs to retain that content to progress to the next part of the game, and achieve a
certain score within a time limit. Hence, the game's structure encourages d players to
retain the provided information (Fig. 3). After completing the first level of the game in
the first caravanserai, the archaeologist follows the thief's footprints through other
caravanserais. The game map includes caravanserais from the Seljuk period located on
the Silk Roads, and was created in the GIS using geographical locations identified
during the data gathering stage.

What is this?

There is a book of caravanserai plans...
Ah... The first page is torn...
What if the thief planned to stole the valuable cultural heritage objects?
Ah Evdir Han can be his next destination...
Itis a ... caravanserai too...

Byzantine

Seljuk

Figure 3. Screenshot of the game
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Khan game is a web-based game hosted on a Linux server. When the users enter
the game, a 3D map opens up displaying the terrain and the caravanserais
(https://makingindigital.com/khangame/). This main map is implemented using
Mapbox GL JS map service, a JavaScript-based map library. With the use of Mapbox,
it is possible to create a web-based map, and it is also possible to link data from GIS to
show up on the map. We imported the caravanserais' database location data in the game
map in the form of the GeoJSON file. Moreover, it is possible to adapt the maps with
the use of Mapbox Studio. Links to the other caravanserai games developed with
3dvista are visible on the info windows for each caravanserai. Within each game, users
interact with puzzles and gain points when they find the objects but lose health points
if they exceed the time limit. This data on the users' interaction with the puzzles, scores,
health points, and user information is stored in a firebase server.

We conducted a playtest session with 30 students in November 2021 using different
mediums, such as computers and mobiles. Their interactions were recorded with
Google Analytics and a script. Google Analytics records all user clicks along with other
anonymous user information, such as location and the browser used. The script stores
the scores of each user originating from the different caravanserai games in a database.
These features make it possible to track users to determine which parts of the
caravanserais are less visited and which puzzles are more difficult.

4. Conclusion

In this era, there is a growing need for quality content creation in the heritage field,
and to meet this need, 360° images and videos provide a cost-efficient immersive
experience. To maximise its learning potential, this immersive content requires game
elements to be incorporated. This research showcases a methodology for creating
serious games in the heritage field. Developing a game requires expertise in
programming along with many different types of software. This method allows the
creation of games in a time- and cost-efficient way. However, the game is limited to
the functions of 3dvista, and extra work is needed, for example, to connect the game to
a database to store scores, which involves editing the game's script files. The currently
available software functions in the e-learning part were not originally designed
specifically for game development, but can, if used imaginatively, enable the user to
create immersive and educational gameplay. In conclusion, the contribution of this
study is its exploration of the intersection of game studies and heritage supported by a
multidisciplinary group of professionals, without the need for popular gaming engines.
The immersiveness of the 360° images is the key to maintaining a high level of
engagement. As future work, we aim to shift the focus from the architectural buildings
to the intangible heritage. While tangible heritage is still visible to people and is
touchable, to achieve a more holistic approach to the exploration of the era of Anatolian
Seljuks, we aim to gather data on their lifestyles, including their clothing, tools,
mechanical devices, and other material details, as well as data on the landscape. These
data are more abstract, and thus in more danger being lost. This valuable information
holds within it the spirit of ancient times, and deserves to be in the spotlight of current
studies.
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Abstract. The airport is one of the most essential infrastructures of
cities. An important issue of the airport design is that passengers must
be able to find their way efficiently. Although the designers adopt the
post-evaluation after the operation, it takes a long time to conduct the
on-site wayfinding experiment, and the number of participants of the
experiment is also limited. Moreover, conventional post-occupancy
evaluation suffers from security control and quarantine inspection that
can not be carried out in the field. We proposed a VR enhanced POE
approach that carries out an online wayfinding experiment to obtain
numerous and detailed data, which significantly improves the
efficiency of the post-occupancy evaluation project, and is validated by
an affordable small-scale on-site experiment. Meanwhile, the cause for
low wayfinding efficiencies, such as the symmetric space, the
ambiguous direction and the redundant information on signboards are
found and corresponding optimization suggestions are presented. The
following signage system optimization project conducted in the
terminal is welcomed by the passengers according to monthly
questionnaires.

Keywords. Transportation Building; Post-Occupancy Evaluation;
Digital Twins; Signage System Design; Wayfinding; Virtual Reality;
Eye-Tracking; SDG 9.

1. Introduction

With the increase of global economic cooperation and cultural exchanges, the airport
has become one of the most important infrastructures of cities. Tourism will be
booming if there is an airport in the developing area, and the produces export will
increase at the same time, so that the income and living standard of residents will be
improved. The scale of terminal buildings has been expanding gradually because the
globalization and the travel on business, accompanied by the accelerating complexity
of passenger paths in the terminal. As the first stop for visitors, terminal design,
especially the signage system design, will greatly affect their feelings, thus the
efficiency of wayfinding becomes a crucial indicator in the post-occupancy evaluation
for the airport.

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 79-88. © 2022 and published
by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA), Hong Kong.
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1.1. OBSTACLES IN WAYFINDING EFFICIENCY EVALUATION

Through the post-occupancy evaluation of wayfinding, we can accumulate knowledge
about airport design and signage system design. Anthony adopted the personal survey
and behaviour tracing to evaluate the signage system in O'Hare International Airport
(Anthony, 1991). He found that the corridor directional signs play a more important
part in wayfinding rather than you-are-here maps, then he designed an experiment to
compare the signs before and after optimization, the conclusion was used to suggest
specific guidelines for the effective redesign. Barbara and others conducted a post-
occupancy evaluation of wayfinding in a hospital through the interviews, behaviour
observation, and tracking of visitors (Barbara et al, 1997). Results reveal the problems
of radial floor layouts, signs, colors, and other wayfinding cues, these conclusions can
provide references for hospital design in the future.

Most wayfinding research take on-site experiment, this is a huge challenge for
researchers, and it is impossible to comprehensively evaluate the whole indoor space
of the large-scale buildings. Considering that the strict user control of the terminal, the
number of participants is limited, especially in the post-pandemic era, organizing large
numbers of people to take part in on-site experiments suffer more risks. Then, the
researchers are forced to choose only some section of the building to design wayfinding
experiments, which makes the post-occupancy evaluation is incomplete and less
credible. Moreover, researchers spend a lot of time recording and collating data of
participants' trajectories and behaviours in on-site experiments, which results in a long
period for the post-occupancy evaluation.

Compared with the on-site wayfinding experiments, the virtual wayfinding
experiments are more feasible, but it also suffers from credibility. Virtual environments
can be reproduced verisimilitudinous with mapping the material textures to 3D model
(Kuliga et al, 2020), but the surrounding crowds, lighting, and other factors also affect
the participants' wayfinding behaviour. Therefore, some researchers design the same
wayfinding experiment conducted both on-site and in the virtual environments to verify
the reliability of virtual wayfinding experiment (Schwarzkopf et al, 2013). Besides, the
number of participants is limited because the virtual experiments need a set of VR
equipment with the head-mounted display or the CAVE VR, similar to on-site
wayfinding experiments.

1.2. EXPLORATION OF VIRTUAL WAYFINDING EXPERIMENT

From the perspective of influencing factors of the wayfinding process, Carpman,
Grant, and other scholars summed up three elements: behaviour elements, design
elements, and operational elements (Carpman and Grant, 2002). Both the conventional
on-site wayfinding experiment and the virtual wayfinding experiment in recent years
are based on the above theory. Then, a VR wayfinding experiment is designed to
minimize the differences between the experimental scene and the real scene in the three
elements. The performance and trajectory of the participants are recorded. Finally, the
researchers analyze the data and make conclusions.

Helmut and others built a virtual interior environment of the main railway station
of Vienna (150m x 300m, 3 levels). With the help of mobile eye-tracking, they saved
lots of time in the wayfinding research because the eye-tracking data can be projected
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onto the 3D model (Helmut et al, 2016). Xu and others constructed a virtual space of
three subway stations of Shanghai and conducted experiments to explore how the
layout of the signboards affects passengers' wayfinding behaviour (Xu et al, 2010).
Benefiting from the virtual environment can be adjusted according to the experimental
requirements, this experiment was completed in 4 days with 120 participants at an
affordable cost. Sun and Yang proposed a research approach to study the wayfinding
process in the virtual environment based on eye-tracking technologies (Sun and Yang,
2019). Through the analysis of the trajectories (recorded by virtual wayfinding
experiment platform) and cognitive map, they investigated the mechanism of how
architectural characteristics impose an impact on individuals' wayfinding behaviour.

Previous studies have shown that passengers mainly focus on the signboards and
architectural environment in the wayfinding process. The above two objects can be
completely reproduced in the virtual environment, so the virtual wayfinding
experiment is adopted by more and more researchers.

2. Methodology

As a powerful supplement to the conventional wayfinding experiment and post-
occupancy evaluation methods, this study proposes a VR enhanced post-occupancy
evaluation method based on the self-developed online virtual wayfinding experiment
platform (Desktop VR). This method can facilitate systematic virtual experiments with
large numbers of participants in that it can avoid obstacles in the on-site experiment. It
also betters the credibility of the virtual experiment that used to be only tested in a
small-scale on-site wayfinding experiment. Eye-tracking technology is used in the on-
site experiment so that abundant data can support the conclusion of the virtual
experiment.
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Figure 1. The low-level detailed 3D model ~ Figure 2. The layout of wayfinding decision points
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Figure 3. The high-resolution panorama was taken in the Satellite Terminal of PVG Airport

2.1. ONLINE WAYFINDING EXPERIMENT PLATFORM

Based on Unity 3D, a virtual experiment platform is developed. First, after the field
research, a low-level detailed 3D model (Fig. 1) within the scope of this evaluation is
constructed according to the CAD drawings and BIM model of the PVG airport. Then,
as stated by the theory of wayfinding, the walkable area and wayfinding decision points
(passengers will decide to turn left, right, or go ahead at this point) are determined (Fig.
2). To make the participants have an fluent experience of wayfinding, a point is added
between two wayfinding decision points if they are far away from each other, and a
total of 1235 panorama images (Fig. 3) with 8K resolution are taken at each point.
Based on the method of “the high-resolution panoramas + the low-level detailed 3D
model”, the interior space of the Satellite Terminal of PVG airport is reproduced as a
virtual reality scene.

Desktop VR wayfinding experiment has some credibility and is a suitable option
for VR experiments with larger numbers of participants. Compared with HDM VR,
Desktop VR is overall similar when it comes to the user experience and wayfinding
decision. Some experiments provide empirical evidence supporting researchers to
choose non-immersive VR when studying passengers' wayfinding behaviour (Yan,
2021).

Publishing the virtual wayfinding experiment platform as a Web-based application
can attract more people to take part in this experiment. Participants can access the
website (pvg.plans.run) through various browsers (Chrome, Firefox, Edge, and Safari),
and the online experience requires affordable computer hardware which is beneficial
for the experiment. The experiment was started by filling in personal information
(gender and age) on the login interface, and a random assignment mechanism was set
up for the objectivity of the experiment.

2.2. SETTING AND PARTICIPANTS

The VR enhanced post-occupancy evaluation consists of two experiments. The first is
the virtual wayfinding experiment with a large number of participants, and the second
is the on-site wayfinding experiment with a small number of passengers as subjects.

In the online wayfinding experiment, 175 participants performed as passengers to
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complete the given wayfinding task (Fig. 4). These participants were college students,
teachers, and volunteers between 18 and 46 years, with an approximately equal number
of men and women. All the participants had the experience of taking the plane and
knew the boarding process, but they had never been to the Satellite Terminal of PVG
airport.

In the on-site wayfinding experiment, participants were equipped with a mobile eye
tracking device (Dikablis Glass 3). We recruited 8 passengers (in the Satellite Terminal
of PVG airport) as subjects who took part in this experiment (Fig. 5).

t |

Figure 4. Online wayfinding experiment Figure 5. On-site wayfinding experiment with eye-tracking

2.3. VIRTUAL WAYFINDING EXPERIMENT

There are 252 kinds of specific wayfinding tasks including different entrance match
with different boarding gate. Participants received random tasks when they enter the
virtual environment, the essential information of the task (boarding deadline, gate
number, and flight number) was recorded on the virtual ticket (Fig. 6) so that
participants can check it anytime.

Participants spent about 45 minutes in the virtual wayfinding experiment. In the
first 5 minutes, participants had to get familiar with the operation on the online
experiment platform. Then, in the next 40 minutes, participants were required to
complete randomly assigned wayfinding tasks, each participant completed about 10
tasks on average in this period, a total of 1861 wayfinding experiments were
completed. The same wayfinding task was assigned to at least 5 participants to avoid
occasional decision errors, but no participant will receive the same task again.
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Figure 6. Virtual ticket in online experiment platform  Figure 7. Trajectories of virtual experiment
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The movement of participants would be recorded as points in Cartesian
coordinates, and the trajectory is obtained by connecting these points in chronological
order. By overlapping the paths of different participants who complete the same task
on the building plan, we can quickly find the wayfinding decision points where
participants make wrong decisions (Fig. 7).

2.4. ON-SITE WAYFINDING EXPERIMENT

The on-site experiment consists of 10 wayfinding decision points. We selected 8
wayfinding decision points that participants make wrong decisions frequently in the
virtual experiment as a trial group. 2 wayfinding decision points without any decision
error were added as a control group.

A total of 80 on-site wayfinding tasks were completed in this experiment. 8
wayfinding tasks were set up at each decision point, with 8 passengers wearing the
mobile eye tracking device who need to complete a randomly selected wayfinding task.

After hearing the experimenter dictate the wayfinding task, the participants began
to observe the interior space and search for the signboards. The experiment ended when
the participants reached the right boarding gate. Finally, participants described the
experience feeling and reviewed the most confusing moment during the wayfinding
process, which are recorded by the experimenter.

Based on the data recorded in the mobile eye-tracking device, the reason for the
participants to make wrong wayfinding decisions (for example: ignoring a specific
signboard or being guided by incorrect information on the signboard) can be found.
Moreover, the participants' visual behaviour during the wayfinding process can be
explored.

3. Results and Discussion

This is an example of the first paragraph of body text after a heading. These paragraphs
do not have an indentation of the first line. Use the style ‘CAADRIA text first’ for the
first paragraph after any type of heading.

All other paragraphs should be formatted using the ‘CAADRIA text’ style. These
paragraphs have a 0.5 cm indentation of the first line. Please do NOT adjust any of the
styles, fonts, line spacing etc., only the CAADRIA styles should be used to format your
document.

3.1. VALIDATION OF VIRTUAL WAYFINDING EXPERIMENT

By comparing the trajectories of the virtual experiment and the on-site experiment in
the same wayfinding tasks, we can test the credibility of the virtual wayfinding
experiment.

Assessing the 8 wayfinding decision points of the on-site experiments, we find that
the trajectories of the on-site experiment are highly similar to the trajectories in the
virtual experiment, that is, the decision errors made by the participants being the same
as those in the virtual experiment.

For instance, in the on-site experiment, passengers look for the boarding gate H138
and choose the path on the right (Fig.8 and Fig.9), which is the same choice of the
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participants in the virtual experiment (Fig. 7), but the shortest path is on the left.

However, in terms of the 2 wayfinding decision points of the control group, all the
participants made the right wayfinding decision which are same as the virtual
experiment. Therefore, based on the results of the virtual wayfinding experiment being
consistent with the results of the on-site experiment, we assume that the VR enhanced
POE method is a valid technical path and we can obtain reliable evaluation results from
it.
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Figure 8. Trajectory of on-site experiment Figure 9. Data visualization of eye-tracking
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3.2. PROBLEMS OF WAYFINDING AND OPTIMIZATION

3.2.1. The Symmetric Space

From the layout of the trajectories, around 78% of passengers (137 participants) took a
detour when they pass through the atrium. However, only 13% of passengers took a
detour in the airside concourse. The starting point and some critical wayfinding
decision points of the international departure are located at the intersection of the T-
shaped atrium, and the spatial arc interfaces to the three directions seem extremely
similar from the standing locale (Fig. 10). Reviewing the eye-tracking data, more than
three quarters of passengers looked around and observed repeatedly at these
wayfinding decision points, and looked back frequently at the direction they came from
although there are no signboards. Oral statements also prove the above conjecture,
passengers are confused when they observe, sometimes they mistakenly think they
have been to this place when they first arrive, which is the main cause of the wayfinding
problem.

Considering that the form of architecture space cannot be changed, it is suggested
that interior designs should be used to imply the difference between different directions,
such as setting unique sculptures and installations or using different colors in three
directions (Fig. 11).
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Figure 10. T-shaped atrium Figure 11. Installations and colors in three directions

3.2.2. The Ambiguous Direction and The Redundant Information on Signboards

The oral statement showed that around 65% of participants were confused and feel
anxious when they see excessive signboards in the observation process, especially
some of which had the same wayfinding information about the boarding gates but
pointing to different directions (Fig. 12). From the layout of trajectories (Fig.13), we
can see the consistent paths become to diverge in some specific wayfinding decision
points, and some paths are obvious detours. Thus, designers can accurately locate the
signboards with ambiguous directions and then correct them.

Besides, the eye-tracking data reflects that passengers spend more time before
making a decision when they are located at a multi-directional decision point with a
large number of signboards. A large number of signboards can inevitably be seen in
the multi-directional wayfinding decision points, the same wayfinding information are
repeated on signboards which located in different directions, and all text on signboards
are the same size and color (Fig. 14). About half of the participants ignored some
important information when observing the signboards because they have lost patience
in the long-period wayfinding process. It can be said that information overload triggers
typical brain fatigue, passengers therefore may make wrong wayfinding decisions.

In fact, certain rules of the sequence of observation have been found through
analyzing eye-tracking data: the participants' sight will be first attracted by some
signboards with different background colors from a large number of signboards, and
the luminous part of the signboard will also be given priority. So, it is suggested to
define the priority level of the wayfinding information, and distinguish different levels
of attraction via multiple visual expressions (Fig.15). Besides, it is desirable to reduce
the redundant information on signboards to avoid misleading and to improve the
wayfinding experience.
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Figure 12. The ambiguous direction on signboards Figure 13. Discrepancy trajectories
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Figure 14. Signboards in Satellite Terminal of PVG airport before optimization
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Figure 15. Optimization of signboards design

4. Summary and Outlook

In architectural practices and research, post-occupancy evaluation (POE) is an effective
way to understand to what extent the built environment runs as it was designed. Only
with proper evidence can further optimization and improved knowledge be expected.

We proposed a VR enhanced POE method that through online VR wayfinding
experiments to obtains sufficient data, which significantly improves the efficiency of
the POE projects and is validated by the affordable on-site data. VR enhanced POE
took only 2 weeks to complete the wayfinding evaluation, which saved nearly 3 months
compared with the conventional on-site wayfinding evaluation. Meanwhile, using the
VR enhanced POE method can reach the aim of the conventional POE project under
the condition of limited budget and epidemic spread. So, the VR-enhanced POE
approach is feasible and replicable.

Furthermore, we can quickly locate the wayfinding decision points that may have
potential problems that lead to detours through the VR enhanced POE project. Then,
three major reasons are summarized, such as the symmetric interior space, the
ambiguous direction and the redundant information on signboards, which claims
subsequent design updates in interior space and signage system. As a result, the
designers accepted our suggestions and made improvements to the interior design and
signage system. The following signage system optimization project conducted in the
terminal is welcomed by the passengers according to monthly questionnaires, around
60% reduction of complaints compared to the previous.

It is also found that in the on-site experiment, the participants are subconsciously
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influenced by passengers around, especially when they are confused, which coincides
with the results of some previous studies. Therefore, we are trying to introduce avatars
as background crowds into the virtual environment to improve the credibility of the
virtual experiment.
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Abstract. In landscape design, visualization of a new design on the
site with clients can greatly improve communication efficiency and
reduce communication costs. The use of augmented reality (AR) allows
the projection of design models into the real environment, but the
relationship between the models and the physical environment, such as
reflections, which are often thoughtfully considered in waterfront
landscape design, is difficult to express in existing AR systems. The
aim of this study is to accurately render and express the reflections of
virtual models in the physical environment in an AR system. Different
from traditional rasterized rendering, this study used physically correct
ray-tracing algorithms for reflection rendering calculations. Using a
smartphone and a computer, we first constructed a basic AR system
using a game engine and then performed ray-tracing computations
using a shader kernel in the game engine. Finally, we combined the
rendering results of reflections with the video stream from a smartphone
camera to achieve the reflection effect of a virtual model in a physical
environment. Both designers and clients could review the design with a
realistic reflection on an actual water surface and discuss design
decisions through this system.

Keywords. Augmented Reality (AR); Reflection; Landscape Design;
Interactive Visualization; Real-time Rendering; Planar Reflection;
Real-time Ray Tracing; SDG 11.

1. Introduction

For visualization of landscape designs, it is crucial to review the context between
design targets and their surrounding environment. If they are inadequate, time and
social resources will be wasted in the subsequent construction process. Augmented
reality (AR) technology can visualize the relationship between a design object and its

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 89-98. © 2022 and published
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surrounding environment (Giunta et al., 2018). Visual AR is a composition wherein a
virtual object is rendered and then is placed upon the image of the physical environment
by synchronizing their cameras (viewing direction, field of view and maybe more like
lighting adjustments, colour corrections).

One of the current problems in applying AR to the design process is the lack of
inherent interaction between the design model and its intended actual environment. For
example, although the phenomenon of reflection and refraction on a water surface or
glass is one of the essential design elements in landscape design (Booth, 1989), it
cannot be achieved with existing AR systems. In other words, physical phenomena that
a design model exerts on its surrounding environment cannot be completely rendered
in physical space.

Adding reflection as a physical phenomenon to an AR system also requires
attention to the accuracy of the reflection calculation, as poor accuracy can negatively
affect the practical application of the system. The goal of this research is to develop an
AR system that expresses real-time reflections between a virtual model and its physical
environment. Thus, we used a more physically correct rendering method, real-time ray
tracing, to improve the accuracy of reflections.

2. Literature Review

2.1. AUGMENTED REALITY

In one of the most accepted definitions, AR means the technology that possesses three
characteristics (Azuma, 1997): 1) It combines real and virtual content; 2) It is
interactive in real time; 3) It is registered in 3D.

An AR system has a display that can combine real and virtual images, a computer
system that can generate interactive graphics that responds to user input in real-time,
and a tracking system that can recognize the motion trail which enables the virtual
contents to appear fixed in the real world (Billinghurst et al., 2015).

AR implementation relies heavily on the hardware. In this era of rapidly changing
technology, at the point of this writing, there are already many organizations that have
introduced iteratively improved AR devices. Most current AR devices can layer virtual
2D images onto the real world through the display of smart devices (such as tablets or
smartphones) or AR glass. The latter can provide higher quality rendering and more
complex interactions according to hand gestures, even immersive sound effects, etc.,
but its development costs are higher while the development process is more complex,
requiring multi-disciplinary collaborative development. The former, using smart
devices, can achieve fundamental AR effects with much smaller development costs
(Phillip, 2018).

2.2. AR IN THE LANDSCAPE DESIGN FIELD

AR is a technology that projects virtual information onto the physical world. In other
words, the virtual information can be accessed in 3D physical environments (Kipper
and Rampolla, 2013).

The complexity and site-specific nature of design projects makes it crucial for the
landscape architectural designer to take field trips to the project locations (Kerr and
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Lawson, 2020). The real-time rendering feature of AR and the symbiotic display of
reality make the application of AR in design review sessions very promising (Azuma,
1997).

Using AR can project the virtual model of a design directly onto a real site, and
even non-professional people can perceive the relationship between the design and the
environment in an intuitionistic way (Broschart and Zeile, 2015), which makes the
traditional landscape design move more towards participatory design.

2.3. THE REFLECTION BETWEEN PHYSICAL ENVIRONMENT AND
THE VIRTUAL MODEL

The relationship between virtual objects and physical environments is always a crucial
issue. Reflection, as one of these relationships, includes reflections of physical
environments on virtual objects and reflections of virtual objects on physical surfaces.

One solution for realizing reflections of physical environments on virtual objects is
capturing the physical environment in a skybox texture, so that reflections on virtual
objects can be rendered by sampling that skybox texture, and this method has been
widely adopted in commercial AR engines. Dos Santos et al. (2012) used Kinect depth
information and real-time ray tracing rendering method to achieve reflections of a real
object on a virtual one. However, the reflection of virtual objects on physical surfaces
remains unavailable.

Chen et al. (2021) proposed a method for landscape design review based on
rasterized rendering that can render the reflection of virtual objects on a physical
surface. In this method, the virtual model's reflection is rendered by calculating its
symmetric coordinates about the reflective plane. Because of the limitations of the
rasterized rendering technique, the accuracy of the reflection is insufficient, and a more
physical-based rendering method is needed to improve its performance.

2.4. REFLECTION RENDERING USING REAL-TIME RAY TRACING
METHOD

Since one of the key characteristics of AR is the interactivity between users and virtual
content, the virtual content is produced in the way of real-time rendering. Real-time
rendering contains rasterized rendering and ray tracing. Rasterization is the process of
pixelating graphics composed of vector vertices, while ray tracing is the process of
tracking ray traces backward from the viewpoint to each pixel of the screen and finding
all object surface points and light source information that intersects with the viewpoint
to calculate an accurate rendering result (Glassner, 1989). In ray tracing, the colour of
each pixel is calculated by emitting a ray from the camera to that pixel and tracing the
reflection path of that ray to calculate the pixel colour based on the material, colour,
and light source information of the points along the path (Tomas et al., 2021). If an
intersection point on that path has a reflective attribute, then the colour information of
the previous intersection point is passed on, and the final display on the screen includes
the effect of the reflection. Ray tracing is a more physical-based real-time rendering
technique compared with rasterized rendering.
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3. Methodology

3.1. PROPOSED SYSTEM

The proposed system is composed of a smartphone and a computer. The smartphone
captures a video stream of the physical environment and transmits it to the computer,
and the computer renders the reflection by ray tracing and overlays the rendering results
onto the video stream.

We use a game engine to build the virtual scene and perform the rendering. By
passing the position information of the mobile device to the virtual camera in the virtual
scene in real time, as the device moves, the camera in the virtual scene also moves
according to the same trajectory. Thus, the rendering angle matches the motion
perspective of the physical device.

3.2. REFLECTION CALCULATION USING RAY TRACING

LIGHT

SCREEN
CAMERA o [T

VIRTUAL MODEL

Figure 1. Ray tracing rendering principle

Since Microsoft introduced the DirectX Ray Tracing (DXR) APIin 2018, different
game engines have subsequently added support for DXR. This allows us to render
directly in the game engine by using the encapsulated ray-tracing functionality.
However, because ray tracing is highly integrated into the game engine, it becomes
very difficult to make local adjustments to the algorithm. Therefore, in this study, we
built a simplified version of the reflection function in the game engine based on the
ray-tracing principle, so that some algorithmic adjustments can be made to make the
reflection rendering layer overlay well onto the video stream.

The ray tracing is rendered according to the principle of how the human eye sees
objects in realistic situations. Figure 1 shows how a scene is normally rendered using
ray tracing: rays are emitted from a light source, projected onto a screen through
reflections between objects, and finally converged onto the camera. Conversely, a ray
is sent from the camera to the screen, the reflection of this ray in the scene is
determined, and the mesh information of the intersection point is used as data for
calculating the rendering result.
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However, this method for directly rendering results has a problem. Given that the
whole scene is in a virtual world, in addition to the virtual model, the reflection plane
also reflects the whole skybox background, which can seriously degrade the immersive
experience of the AR effect. To solve this problem, we developed a method to
eliminate reflection from pixels in the background as follows: check the intersection of
each ray, and if there is a second reflection and the intersection point of the second
reflection is on the virtual model, then this ray can be recognized as reflected from the
model to the reflection plane. This whole ray will be retained, while all other rays will
be discarded (Figure 2). In this way, we get the rendering result that represents only the
reflected part of the object on the plane.

LIGHT

SCREEN VIRTUAL MODEL
[ I N Normal
CAMERA ] ] Ray

Normal¥

Normal
Hit point
REFLECTION

REFLECTION

PLANE Hit point

Figure 2. Ray tracing reflection rendering in our research (red ray: kept; black ray: discarded)
4. Implementation

4.1. SYSTEM CONFIGURATION

Atpresent, the AR display methods are divided mainly into "combining real and virtual
view images" and the "eye-to-world spectrum" (Billinghurst et al., 2015). To consider
the effectiveness of practical application of these methods, we chose the former as the
display method for practical application in our system. Moreover, we adopted the
system configuration of a smartphone combined with a computer, where the
smartphone is connected to the computer using a USB cable, the operator holds the
smartphone to survey the scene, the AR image is output on the smartphone screen and
computer at the same time, and the placement of the design model and related system
parameters can be adjusted on the computer. This configuration can help us to balance
the computing performance and operation in the outdoor environment.

4.2. DEVICE TRACKING

Tracking the motion of the viewpoint is one of the fundamental elements of AR
(Azuma et al., 1998). We used the commercial AR development tool ARcore for our
system configuration. ARcore calculates the exact location and movement of the
viewpoint, which is based on the changes of the feature points in the image combined
with the inertial measurement unit system in the device. This information is passed to
the virtual camera of the game engine in real time so that the virtual camera keeps the
same motion trajectory as the physical camera. Hence, when the point of view in the
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display is in motion, the virtual image rendered in the game engine will always render
the corresponding angle correctly.

4.3. RAY TRACING REFLECTION IMPLEMENTATION

In this study, we used compute shader, a program running on the GPU that is suitable
for handling parallel computing (e.g., computing image pixels). It runs independently
from the rendering processing stream and is more flexible than a normal shader.

First, the mesh of the virtual models in the scene are read by the script and
transferred to the compute shader, where the position of the reflection plane is already
set. A ray vector is created based on the camera coordinates and screen pixel
coordinates, and the collision point coordinates (where the ray intersects the scene
mesh and the reflection plane) are calculated. We set the maximum number of ray
bounces to eight, which means that we ignore the ray after eight reflections. Finally, in
the shading function, the colour of each pixel in the rendering result is calculated based
on the reflectivity, albedo, and other material information of each collision point along
the entire ray trace.

4.4. MASKING AND OVERLAYING RENDERED RESULTS

Render texture

Mesh data
Light data

Reflection
plane data

Background
shader

Process | | Augmented output
shader on the screen

Ray-tracing
shader

Render texture

Figure 3. The workflow for masking and overlaying the rendered results

How the reflections are properly overlaid on the camera-captured video stream greatly
affects the immersive effect of AR. We developed an overlaying method for our
system.

The video stream captured by the camera is processed by the AR background
shader. At the same time, our ray tracing rendering result will be passed to the process
shader (Figure 3). At this point, if without any processing, the ray tracing rendering
result will completely overwrite the video stream. To avoid this, we masked the
raytraced rendering result based on the methodology described in Section 3.2.
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The specific procedure is, firstly according to our proposed ray tracing method, we
obtain ray tracing extracted result (c) from the ray tracing result (a), in which all pixels
except reflections are pure black. We multiply the ray tracing processed image's RGB
value by 1000 (in most cases gives us a pure black and pure white image), the result is
a mask (d) and is applied to the video stream (e) to get video stream masked (f). The
ray tracing result is added together with the model rendered in the scene (a), masked
video stream (f) and video stream(e) to get an augmented reality effect with reflections
(g). We can also change the transparency of ray tracing result to increase realism

(Figure 4).

- =

Figure 4. The composition of the video stream and rendering result. ‘a'is the model rendered in the
scene, 'b'is the ray tracing result, 'c' is the reflection part extracted from 'b’, 'd'is the mask image

NN

generated by 'c’, 'e'is the video stream from phone, 'f' is the result of applying the mask onto th=e
video stream, 'g' is the final augmented result

5. Results and Discussion

5.1. EXPERIMENT AND RESULT

Our experiments were conducted near a water pond on Suita campus, Osaka university
(Figure 5). The hardware and software used are listed in Table 1.

To make the result more realistic in the common weather situation, we made a
transparent reflection in the process shader described in Section 4.4. We chose a laptop
computer as the computing device and a smartphone connected to the laptop computer
as the video streaming input device. The data connection is by wireless network using
the AR foundation remote plug-in. The virtual model we used is a shade pavilion model
with standard material in Unity. The dimensions of the base are 0.5 m* 0.5 m*0.5 m,
the length of the umbrella pole is 3 m, and the shape of the umbrella surface is a
quadrilateral cone surface with a diagonal length of 3.8 m. The mesh number of this
model is 40.

In the experiment, we first positioned the virtual model within the game engine on
the computer side to make it fit the physical environment. We then ran the AR system
and verified that the reflection image was rendered accurately. By moving the camera
of the smartphone, we could see the model and its reflection effect from different
viewpoints, as shown in Figure 6. An average display rate of 15-20 frames per second
(FPS) was the result.
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Figure 5. The left image is the photo of the experiment site; The middle image is the plan of the
experiment site, in which the three arrows corresponds to the three different viewpoints directions in
this experiment, The right image is the sunshade model used in this experiment

Figure 6. Experiment results, ‘a’'b' 'c’ corresponds to the AR result in three different viewpoints. "d"
is the AR result without reflection as a control experiment

Table 1. Experiment configuration

Hardware Hardware Product Name Software Software Plugin

Smartphone ~ Huawei p20 Unity Unity 2020.3.13f1 Personal

PC-CPU 11th Gen Intel(R)Core (TM)i5-  Visual Studio Code DX11 (embedded in Unity)
1135G7@2.4GHz

PC-GPU GeForce MX450 ARCore SDK 4.1.7 AR foundation 4.1.7

PC-RAM 16GB AR foundation remote 1.4.15
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5.2. DISCUSSION

5.2.1. Achievements

e Current AR systems can only realize the reflection of real objects on virtual surfaces.
Using the predefined plane combined with ray tracing rendering method proposed
in this paper, we can effectively realize the reflection of virtual objects on real
surfaces in AR systems.

o Compared to the previous research (Chen et al., 2021), the reflection could be
generated accurately by ray tracing, which is a physical correct rendering method.

e Our proposed AR system can be used in landscape review scenarios, which is
usually with relatively large scales models and outdoors environments.

5.2.2. Limitations

e The positioning of the model and the reflection plane still need to be configured
manually, which is time-consuming.

e The hardware requirements are demanding and the model mesh number must be
controlled; otherwise, the display rate (in FPS) will be seriously affected.

6. Conclusion and Future Work

The system we developed can effectively project a design model into the physical
environment and can generate the accurate reflections of the model in real time by ray
tracing, a physically accurate rendering method.

However, the system cannot automatically locate the reflective plane and the
position of the model according to the physical environment. Thus, it requires manual
operation, which is time-consuming and laborious. Future work to automate the
reflective plane positioning requires the system to understand the real environment.
Moreover, we need to make the rendering results run more efficiently on mobile
devices and improve the display rate (in FPS), which requires further optimization of
the computation algorithms.
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Abstract. As many remote construction projects increase in size and
complexity, being able to manage personnel schedules, delegate tasks,
and check work progress can improve work efficiency and productivity.
Hence, video conferencing and remote monitoring software have been
attempting to pursue an immersive and intuitive experience, but with
limited developments. To better achieve that, we propose a system with
a natural user interface (NUI) that can offer a vivid experience,
facilitating AEC personnel who is novice drone operator to interact with
the Unmanned Aerial Vehicle (UAV) by voice instructions and body
posture to conduct remote site surveying, monitoring, and inspections
instead of physical visiting. In addition, the proposed system is capable
of on-demand path planning and camera movements for various tasks
and enhances the spatial experience. We integrate these techniques to
develop a human-drone interface, including a VR simulator and a haptic
vest system, which offer a perceivable experience of spatial presence
for different purposes. Compared with other relative works, the
proposed system allows users to actively control the viewing angle and
movements in the remote space more intuitively. Moreover, drones can
augment human vision and let users gain mobile autonomy.

Keywords. Spatial Presence; Natural User Interface; Human-drone
Interaction; Virtual Reality; Remote Working; Body Posture
Recognition; Speech Recognition; SDG 9.

1. Introduction

This paper proposes a system with a natural user interface (NUI) for AEC personnel
who is novice drone operator to interact with the Unmanned Aerial Vehicle (UAV) by
voice instructions and body posture to conduct remote site surveying, monitoring, and
inspections instead of physical visiting. In addition to NUI, the proposed system is
capable of on-demand path planning and camera movements for various tasks and
enhances the spatial experience. Besides, we develop a system including a VR
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simulator for a plausible experience of spatial presence and training purposes.

The AEC industry has been impacted by the use of UAV (Albeaino et al., 2019).
Yet it is still one of the domains with low remote working capabilities (Dey et al.,
2020), which implies it has a high potential for developing remote communication
technologies. Researches in telepresence suggested that human beings have been eager
to participate in everything in-situ (Barfield et al., 1995). And drones are capable of
augmenting human vision to enormous innovative applications (Erat et al., 2018).
However, non-intuitive flight operation and camera control of UAVs not only becomes
cognitively demanding during long-term operations but also discourages the use of
drones as an experiential platform or physical avatar by novice users (Peschel and
Murphy, 2012).

Fernandez et al. (2016) pointed out that the NUI can help the operator control the
drone in an intuitive way. And the use of VR and first-person perspective can increase
the user’s sense of presence in avatars (Macchini et al., 2021). Thus, this research aims
to (1) allow UAV to respond to user’s intention by spoken instructions and body
posture via proposed NUI; (2) simplify viewpoint control of UAV by semi-
autonomous path planning; (3) improve the experience of drone operations in VR by
enhancing spatial presence.

2. Research Background

2.1. REMOTE WORKING IN AEC INDUSTRY

Remote construction projects exist in many regions worldwide, such as deserts, polar
regions, mountains, and sparsely populated areas; construction site monitoring of those
areas can be a time-consuming task requiring users' presence for observations,
decisions, and actions. In addition, since the outbreak of the epidemic, most industries
have been forced to work remotely. However, many jobs cannot be performed
remotely, and workers are required to be present in person. Thus, solutions for remote
construction will save AEC personnel from visiting the site by letting them do the
monitoring remotely. Furthermore, relevant research pointed out that the AEC industry
is still one of the areas with low remote working capabilities (Dey et al., 2020), which
means that it has great potential for the development of remote communication
technology.

To provide this domain with the ability to work remotely, Cote et al. (2011) show
that installing cameras on-site and assembling them into a 360 panorama can remotely
view construction sites in an immersive way, which has been considered a very positive
and effective method for remote monitoring and inspection.

2.2. FROM VIRTUAL REALITY TO SPATIAL PRESENCE

Many technology companies have been developing many immersive video
conferencing software these years, such as Facebook Horizon Workroom, Spatial.,
which implies that human beings have been eager to experience space immersively.
However, compared with the technique mentioned above, the AEC industry needs a
remote communication technology that allows users to shuttle in the remote space
freely.
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Spatial presence is usually defined as the feeling of “being there”. The term “there”
refers to a virtual location or a real remote location. Therefore, spatial presence includes
the user's ability to experience a sense of presence in any environment where they are
transported. According to the results of user testing, the remote environment
unexpectedly has a higher sense of spatial presence or “hyper-presence” at certain
times compared with the real environment (Khenak et al., 2020).

Moreover, drones can augment human vision and let operators gain mobile
autonomy, and the use of VR and first-person perspective can increase the user’s sense
of presence in avatars (Macchini et al., 2021). Therefore, combining drones with VR
can provide users with a safe and fascinating flight environment for training to achieve
spatial presence.

2.3. DRONE USER INTERFACE

Natural User Interfaces (NUISs) intend to make use of innate human features, such as
speech, gesture, posture, and vision to interact with technology. Similarly, it is crucial
for humans to interact and command drones in natural and efficient ways in Human-
Drone Interaction (HDI) frameworks (Fernandez et al., 2016). Yam-Viramontes and
Mercado-Ravell (2020) integrated body gestures into the control system of the drone.
In the study, the proposed strategy is validated with different human users through a
standard User Experience Questionnaire (UEQ), showing good results in usability and
user experience. It proved that using NUI to control drones has good results and
positive feedback.

3. System Design and Implementation

3.1. SYSTEM STRUCTURE

This research developed a drone simulator that has the configuration of an actual UAV
to test the feasibility in the future. Furthermore, we proposed a NUI with body posture
and voice control for the drone according to the survey of the AEC industry's
communication dialect.

Based on these two control principles, this research proposed three systems to
control UAVs: (1) Responsive Control System (RCS), (2) Body Posture Control
System (BPCS), and (3) Voice Control System (VCS). With these systems, the
operator can receive the current flight status information from the simulator through
vision and haptic feedback during the flight. Simultaneously, the recognition system
will capture the body's response, transmit it to the workstation for data processing, and
send the results to the simulator. Moreover, the operator can get the vision of the
simulation from the screen or a head-mounted display (HMD), switch various scenes,
perspectives, and give instructions through the NUL.
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Figure 1. System structure

3.2. SYSTEM ANALYSIS AND DESIGN

At present, the applications of UAVs in the AEC industry are primarily used in
monitoring, photography, scanning, and urban observation (Albeaino et al., 2019).
According to the purposes of the above tasks, this research organizes these control
systems into two UAV control modes: (1) Task mode and (2) Exploration mode. In
addition, it is expected that the proposed NUI can automatically recognize the
operator's intention to switch the control mode to achieve a natural use.

® (1) The Task mode uses VCS as the primary input of the UAV, and the RCS serves
as the emergency control. When performing simple tasks and flights such as
photography and scanning, the drone only needs a simple flight path and functions.
Hence, the operators can reduce their burden with the Voice control system and free
their hands for other works or tasks. Moreover, if the body receives an
environmental warning during the flight, the RCS will be activated and decide
whether to terminate the ongoing mission based on the operator's behavior.

® (2) The Exploration mode uses BPCS as the primary input of the UAV, VCS and
RCS serve as the function inputs and the emergency control. When performing
remote city exploration or surveying, the drone needs to be fully controlled by the
operators to follow their intention. Besides, the operators usually imagine
themselves as the avatar of a drone during the flight. Thus, the operators can fully
control the drone's flight through the BPCS in this control mode. In addition, VCS
in this mode is used for taking off, landing, perspective switching, and other
functions. Furthermore, if the body receives an environmental warning during the
flight, the RCS will be activated and decide whether to terminate the ongoing
mission based on the operator's behavior.

To sum up, the VCS is mainly used to control UAV’s take-off, landing,
perspective-switching, path planning, image recording, etc. The BPCS is mainly used
for controlling the flight (Roll, Yaw, Pitch). In addition, the RCS serves as emergency
control; when the virtual drone perceives that the environment is facing an emergency,
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the body reaction of the operator will be captured by the RCS to achieve obstacle
avoidance.

For safety reasons, the RCS is designed as the highest-level system, covering any
commands under any circumstances. Similarly, the operator can give instructions
through voice, and if the BPCS is activated simultaneously, the previously spoken
instructions will be overwritten.
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Figure 2. Hierarchy of control systems

3.3. THE SIMULATOR

This research uses Unreal Engine to develop a drone simulator in which the
configurations of the actual drone are included, such as the flight status, distance, speed,
and altitude. The virtual drone can detect the distances between itself and the
surroundings in real-time and export the results to the external program for data
processing. The ambient light and climate in the simulator can be changed accordingly.

In the simulator, users can conduct perspective-switching and path planning, as well
as change scenes. It also simulates various environmental conditions. In order to show
the typical scenes of remote construction, this article chooses “City Park” as the
simulation field in this phase.
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3.4. NUI - BODY CONTROL AND SENSING

3.4.1. Responsive Control System (RCS) - Vest As a Passive Controller

When facing an emergency, humans will respond physically based on experience to
avoid disasters (Dunsmoor and Murphy, 2015). Similarly, the operator will also
perform body dodge actions when experiencing a dangerous state. Based on these
phenomena, this research develops a Responsive Control System (RCS) that will be
activated when the situation is severe to prevent accidents. Besides, it is difficult for the
operator to clearly understand the actual distance between the aircraft and the
surrounding obstacles through the visual display in dynamic flight.

Research has shown that haptic feedback can enhance environmental perception
and effectively trigger the operator's emotions. In addition, jackets and vests can give
users a multi-part perception of the body; the pressure's position, intensity, frequency,
and temperature can correspond to various feelings defined in the emotional list of the
social psychology model (Arafsha et al., 2012). Therefore, this paper applies a
developed haptic vest, which can control the size of the airbag according to external
information, and integrates it into the drone simulator to enhance the operator's
understanding of the flight environment.

The haptic vest we used can activate specific airbags through inflating for
pressuring on the pilot's body to achieve the function of direction warning when the
environment is severe. The obstacle avoidance system in the simulator can instantly
detect the environment around the aircraft; the detection range is set as five meters as
a default, which can also be adjusted according to different aircraft types, velocities,
and detection principles.

During the process, the RCS sends the detected distance value to the external
program file for data processing. The processed results are sent to the specific motors
on the vest through the Message Queuing Telemetry Transport (MQTT) protocol to
inflate the specific airbags. Finally, the current airbag inflation rate has been optimized
to 0.2 seconds to minimize the latency.

In order to quantify the swing of current body posture, this research sets a micro:bit
on the user's shoulder, which is embedded in the vest. In addition, the micro:bit serves
as the accelerometer for capturing body posture and the device for wireless
communication. Thus, if the RCS detects a drastic change of the operator's body
posture when the airbag is activated, it will immediately pause the drone's flight.

3.4.2. Body Posture Control System (BPCS) - Vest As an Active Controller

The vest acts as an active controller in the BPCS. It obtains the current data of body
posture in real-time through the micro:bit set on the shoulder; sends the data to the
external program file by setting a specific radio channel for data processing. The
processed results are sent to the simulator for controlling the drone. After validation,
the values of each axis captured by the accelerometer can be effectively mapped to the
drone's control parameters (Roll, Yaw, Pitch) to change its flight path to achieve the
BPCS.
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It has also been tested that the captured value can effectively correspond to the body
posture. Moreover, we have successfully optimized the update rate of the
communication system to 30 data per second to minimize the latency.

Figure 4. The virtual drone follows the operator’s body posture in BPCS

3.5. NUI - VOICE CONTROL SYSTEM (VCS)

3.5.1. Speech Recognition System

In order to allow AEC personnel to carry out simple tasks and free up their hands easily,
this research developed a Voice Control System (VCS) for drones. This system
currently uses Google Speech Recognition as a standalone subsystem for Speech To
Text. Besides, the operator can control the drone by simply speaking the requirements,
such as flight parameters (Roll, Yaw, Pitch) adjustments, path planning, perspective
mode-switching, screenshots; the system will automatically capture the keywords from
the spoken instructions and execute them.

3.5.2. Speech Command Dictionary

The Speech Command Dictionary refers to the professional dialect in the AEC domain
and on-site communication terms. Besides, this research also studies how the designers
communicate with remote workers in simple, clear, and understandable terms
(Christenson et al., 2013). At this phase, three types of functions have been developed,
including basic controls, functions, and various types of path planning. The VCS can
recognize sentences containing keywords; when the keywords are detected, the VCS
will execute the corresponding commands.

During the whole process, the VCS can continuously recognize the spoken
instructions during the flight and decide whether to execute them based on the weights
of the instructions. For example, the system will overwrite the previous command if
the drone receives a stop command while flying to the target; if the drone receives a
screenshot command during the flight, the system will continue to fly and take a
screenshot. The following examples illustrate several commands and actual functions.

e Take off = Move up 10 meters above the ground to stand by.
e Move right = Adjust the degree of the Yaw axis of the drone.

e Circular movement on building B and screenshot = Use the current distance
between the drone and the target building as the radius to circle around and take a
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screenshot.

e Switch to FPV = Switch the screen of the simulator to first-person perspective.

( Basiccontrol | (  Function ) ( Path planning )
Take off Screenshot Linear movenent to building A
Land Start recording Circular movement on building B
Turn right . Stop recording . SemiCircular movement on building C
Turn left Switch perspective Grid movement on building D
Move forward
Move backward

\Stop J \ J \ J

Figure 5. Speech command dictionary

3.5.3. Path Planning and Photography

By designing a Speech command dictionary, the operator can use voice to give the
drone flight commands. This paper refers to the current UAV software and proposes
the following five types of movements in the preliminary stage.

A B o D E

s

Linear movement Circular movement Semicircular movement Grid movement Free flight

Figure 6. Types of path planning

Figure 7. (a) Linear movement (b) Circular movement

4. Tests and Preliminary Feedback

This research plans a set of application scenarios for the AEC domain, which provides
architects, planners, and practitioners abilities to perform remote operations with
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intuitive body posture and voice to obtain a better spatial presence and experience. First
of all, this research conducts a user test involving five professionals who work in the
AEC field to verify the feasibility of using the drone NUI to assist remote tasks.
Secondly, we described the goal of the test and show them how to use the NUI. During
the process, the words and body postures they used are recorded to verify the system's
availability deficiency, and the user's response and feedback will also become the
focuses of the next stage.

The test requires users to fly around the building to take pictures. During the
process, they need to set the origin, take off, approach the building, switch perspective,
stop, screenshot, fly back to the origin, and land.

Finally, the users provided a lot of feedback and expectations, including that (1) it
is expected operators in different regions can control the same UAV at the same time
in the future; (2) it is expected the system can automatically perform tasks by observing
the dialogue between users rather than by instructions; (3) it is expected the system can
record the last flight path and perspective to execute tasks repeatedly; (4) it is expected
the practitioners at the remote site can know who the drone operator is to increase
interactivity; (5) it is expected this system can bring users to visit any indoor space,
making the virtual tour experience more immersive.

5. Conclusion and Future Work

In summary, this research has developed a drone simulator and proposed a NUI
strategy that combines RPS, BPCS, and VCS to allow operators to interact with the
drone intuitively. Moreover, compared with the previous video conferencing and
remote monitoring software, the proposed system allows users to actively control the
viewing angle, which can help spatial designers improve the perception of remote
space. Furthermore, users can perform multi-modal interaction with UAVs by
switching the proposed NUIs to meet their application requirements. The use of NUI
for HDI (Human-drone interaction), especially for tasks in the AEC industry, enhances
spatial presence and expands its scope of application; We expect the system can
recognize requirements automatically in the next step to achieve a more natural
experience.

However, the current simulator still has room for improvements, including the
efficiency of speech recognition and the limitation of the Speech command dictionary.
Therefore, this research will apply natural language processing (NLP) to improve the
VCS and apply the proposed system to the physical drone for validation in the next
stage.

Lastly, the application of this research can be used in AEC industries, building and
bridge inspections, progress monitoring, urban planning, architectural photography,
and surveying, as well as taking guests and customers to any spaces for virtual tours
and become a new type of telepresence robots in the future. In the future, if our
simulated environment can precisely match the physical drone flight, the proposed NUI
will be of great benefit to enhance the interactivity of the drone control system.
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Abstract. This paper presents an optimization-based calibration
process for tuning a digital formfinding algorithm used with knitted
textile materials in architectural tension structures. 3D scanning and
computational optimization are employed to accurately approximate a
physical model in a digital workflow that can be used to establish model
settings for future exploration within a knit geometric typology. Several
aspects of the process are investigated, including different optimization
algorithms and various approaches to data extraction. The goal is to
determine the appropriate optimization method and data extraction, as
well as automate the process of adjusting formfinding settings related
to the length of the meshes associated with the knitted textile behavior.
The calibration process comprises three steps: extract data from a 3D
scanned model; determine the bounds of formfinding settings; and
define optimization variables, constraints, and objectives to run the
optimization process. Knitted textiles made of natural yarns are organic
materials and when used at the industrial level can satisfy DSG 9 factors
to promote sustainable industrialization and foster innovation in
building construction through developing sustainable architectural
systems. The main contributions of this paper are calibrated digital
models of knitted materials and a comparison of the most effective
algorithms and model settings, which are a starting point to apply this
process to a wider range of knit geometries. These models enhance the
implementation and further development of novel architectural knitted
systems.

Keywords. Tensioned Knitted Textiles; Computational Design;
Formfinding; Calibrating; Optimization, SDG 9.

While knitted fabrics are not common in architecture, recent improvements in CNC
knitting and computational design have increased their viability, leading to increasing
interest (Tamke et al., 2020; Thomsen et al., 2016; Ahlquist & Menges, 2013; J. E.
Sabin, 2013). Knitted textiles offer many potentials, which makes them a perfect
material for developing more sustainable architectural systems and building
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construction. This research positions itself in the Sustainable Development Goal 9
[SDG 9] sector which aims to build resilient infrastructure, promote inclusive and
sustainable industrialization and foster innovation ("HLFP Thematic Review of SDG-
9," 2017). Knitted textiles made of organic yarns enable architects to apply these
materials for making sustainable structures. Additionally, knitted textiles because of
their specific structures allow for integration of different materials such as conductive
yarns into their structures. When used as architectural structures these materials can
collect energy and be used as a source of electricity. Much more can be added to the
list that support the need for more in-depth investigation of these materials for
architectural application. Successful design and fabrication of knitted textiles in
architectures requires developing a digital model parallel to physical experiments that
represents the behavior of the material accurately.

However, developing digital models for architectural knitted textiles is often a
challenge, especially in early design. While tools such as Kangaroo 1 and 2, which use
Dynamic Relaxation and the Projective Constraint method respectively, are immensely
powerful for explorative formfinding of flexible materials, they require the user to
specify lengths and stiffnesses or related model properties to get an accurate
representation of the tensioned shape. Especially for knitted structures, a specimen
might have substantially different properties in different directions or regions of the
textile, making these settings tedious to model correctly. Making digital models thus
requires an iterative process of experimentation with real materials, learning from the
physical modeling, and translating material logic to simulation settings in the digital
environment. Yet converting material behavior into numerical data has challenges that
stem from the range of simulation inputs required to accurately represent a tensioned
shape. Such manipulations include translating non-linearity in the behavior of the
knitted textile in different directions depending on yarn types, patterns, and knitting
setting used for making knitted structures, as well as boundary conditions, and
stabilizing applied forces.

In connection to ongoing research for developing formfinding methods of knitted
tensioned structures (Oghazian, Farrokhsiar, & Davis, 2021), the authors of this paper
implement and test optimization methods as tools for tuning a digital formfinding
algorithm to aid in the design of architectural knitted tension structures.

1. State-of-the-Art

Formfinding and simulation of architectural tension structures made of real materials
with complex characteristics are challenging. Although some researchers emphasize
that the formfinding process is a geometrical problem and material independent (Dutta
& Ghosh, 2019), others argue that in working with specialized materials, the
characteristics of the material along with the geometry inform particular behaviors
(Oxman & Rosenberg, 2007). This research positions itself in the second category,
where the geometry and material characteristics are both informative in formfinding
process. However, for materials such as knitted textiles used in architectural tension
structures, working with the material properties requires an iterative learning process.
This learning process is a feedback loop that synthesizes information from physical
models and manipulates digital formfinding algorithms.

In design and fabrication with knitted textiles, three scales can be recognized in
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their structure: micro-scale (one stitch or loop), mesoscale (combination of stitches in
patterns), and macro-scale (overall form) (Oghazian & Vazquez, 2021). Knitted
textiles possess some uncertainty in their behavior, derived from how they were formed
at these varying scales. No matter the yarn type, different knit structures affect the
elasticity of the textile. Therefore, when combined with the complex irregular
architectural forms not common in textile design, predicting and simulating the exact
shape and behavior of the knitted material is challenging. Many research studies in the
literature tried to remove the extra elasticity added because of the structure of the textile
by using yams with the least elasticity, such as Dyneema, and patterns that add
minimum elasticity to the textile (Tamke et al., 2020). In order to limit stretchability,
techniques such as in-laying yarns are incorporated during the manufacturing process
(Pal, Chan, Tan, Chia, & Tracy, 2020).

Calibrating digital models based on the results of a physical model is not new in
architecture. However, in many studies, the calibration process is not elaborated. The
simulation result is not compared with the actual physical models, especially with
materials that possess some uncertainty in their behaviors, such as knitted textiles. In a
study by Cuvilliers, Yang, Coar, & Mueller (2018), two common algorithms of
Kangarool and 2 are compared regarding the reliability, speed, and accuracy of the
formfinding process by defining numerical calculation from physical model
measurements and comparing them with the form found models. Their main argument
is that it is not clear how the available algorithms can be calibrated to get meaningful
results in physical units. Specifically for knitted textiles, in calibrating the simulation
process for a piece of knitted textile by Schmeck & Gengnagel (2016), the authors
explored the cyclic manipulation process to make their algorithm correspond to certain
characteristics of the material. However, complete accordance has yet to be achieved.

While simulating and calibrating a digital model of a square shape of knitted textile
that is deformed to a conical shape by applying force in the middle of the textile,
Baranovskaya, Tamke, & Thomsen (2020) used a genetic algorithm through
Galapagos to calibrate the digital model. The meshes represent graded knitted textiles
with different stiffness characteristics manipulated to obtain a digital model close to the
physical 3D scanned shape of the knitted textile. In connection to this last study, in our
research, we propose a procedure and examine different optimization tools as a method
of calibrating digital formfinding algorithms for conical 3D knitted tension structures.
The goal is to speed up the calibration process by systematically limiting the number
of data points and selecting the most reliable algorithms.

2. Introducing Workflow, Case Study, Challenges, and Research Goals

In this research, 3D scanning captures the overall shape of a physical knitted textile
structure to compare it with the digital models. The selected shape is a conical form
with 48 stitches in the course and wale direction in the conical part. The cone is selected
because it is common in tensile architectural structures. Seamless knitting allows to
knit tube and cones easily. While simple, there are challenges in simulating the exact
behavior of the conical shapes to avoid a bottle-neck effect around the tip of the cone
and wrinkles over the stretched surface. Figure 1 shows some of projects that used
conical knitted textile shapes for architecture. The formfinding procedure implemented
by Oghazian, Farrokhsiar, & Davis (2021) is used as a starting point. The formfinding
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uses Kangaroo 2 and a simplified quad-based mesh representing the knitted textile
structure.

e N e [ - g
Figure 1: Case studies of projects made of conical knitted textiles. Lefi: Hybrid Tower (Thomsen et
al,, 2015). Right: Fabricating Networks, Flower Antenna Sculpture (Davis, 2021)

Usually in the formfinding process the mesh settings should be modified to obtain
a shape that corresponds to the physical model. A more accurate model will have
smaller geometric differences between the digital and physical artifacts as measured by
the method in Section 3.1. Accurate models are critical because designers use them for
feedback during rapid iteration, and a final product that looks substantially different is
undesirable. The tedious task of calibration requires looking at the model repeatedly
and determining the length and stiffness of the mesh edges in formfinding components.
In this paper, we use optimization methods to automate this calibration process. Pre-
requirements for the calibration process include first overlapping the formfound and
3D scanned mesh, considering the upper and lower boundaries as the fixed points
(Figure 2). The distance between two meshes is then minimized through calibration
process. The cumulative distance is considered as an objective function for
optimization, while the length for seven mesh edge categories are the variables. These
mesh categories will be explained in more detail in section 4.2. The same process can
be used for tuning formfinding simulation of other soft and knitted textile materials and
forms. However, the mesh categories might differ based on the overall form used.

Transformational
Area

Physical Knit Model 3D Scanned Formfound Overlapped

Figure 2: Physical Knit Model, 3D scanned, Formfound Models, and 3D scanned/Formfound
Overlapped meshes

In the conical shape selected in this study, two critical parts can be recognized: the
cone and the planar surface. After post tensioning the connection between these two
parts is more consistent. Since the stitch effect is different in Transformational Area, as
it is shown in Figure 2 over the Physical Knit Model, we can use it as a qualitative
criterion to determine the performance of the optimization algorithms.
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3. Process

The main questions we address in this research are: what are the best data extraction
methods from the 3D scanned model that represent the overall form and behavior of
the tensioned knitted textiles? What are the most appropriate optimization algorithms
that can assist architect designer for tuning formfinding algorithms? The calibration
process includes a series of steps. The first step is to extract data from the 3D scanned
model that is being used as a test case, and the second step is to determine the range for
springs length in the formfinding algorithms based on the results of the physical
modeling. Once the simulation problem has been established, the third step is to set the
optimization constraints and repeatedly run different combinations of data extraction
and optimization settings to determine the most effective method.

3.1. DATA EXTRACTION

A 3D Systems SENSE 2 3D Scanner was first used to scan the knitted samples. The
output of the 3D scanning process is a 3D mesh. The formfound model also includes
many points associated to the corners of the mesh faces/stitches. To determine the
distance between two meshes, the points from formfound model can be projected
vertically or perpendicularly to the 3D scanned mesh (Figure 3).

Vertical Projection Perpendicular Projection
= FormFound - --3D Scanned — Projection Path

Figure 3: Projection methods

While both were attempted, the perpendicular projection method is used because it
produces better results regarding the curvature fit between the models. Vertical
projection was also problematic for the points near the tip of the cone, where the
projection lines were almost tangent to the mesh, or not touching the other mesh at all.

Next, the set of points for distance measurement had to be selected. Three
individual approaches are explored: Random Points, Section Points, Transformation
Area Points (Figure 4A). Except for the Random Points the other methods are selected
because of the specific geometry of the overall model. Combinatorial approaches are
also explored by combining the individual strategies to investigate the combined effect

on enhancing the performance of the optimization process (Figure 4B).
) i j ‘ i

Random Points & Section Points &
Transformation Area Transformation Area
Points Points

Random Points Section Points Transformation Area
Points

Figure 4: Data extraction approaches A: Individual Approaches. B: Combinatorial Approaches
(Weighted /not Weighted. The weighted points are labelled with *)
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3.2. MESH EDGES AND MESH LENGTH FACTOR BOUNDS

Once the points are selected for comparison, the formfinding process was implemented
using Kangaroo 2. The main steps for any formfinding process are 1) defining the initial
mesh, 2) determining the boundary conditions and external forces, 3) converting the
mesh edges to the springs considering the mesh length and strength, and 4) running the
formfinding solver. The central activity of this paper is Step 3, where we convert mesh
edges to springs and input characteristics of the knitted textiles. Studying physical
conical models used in this study show, while characteristics and size of the stitches
are similar before applying the tension, their behaviors are varied at different sections
of the conical tensioned structures. As illustrated in Figure 5A, the mesh lines are
divided into seven categories to have better control over the shape change of different
parts of the model.

Another critical element is the length criteria. This element determines the length
change during formfinding. Here, initial mesh lengths are multiplied by a length factor
to determine the length change. These length factors are used as variables in the
optimization process. To adequately reflect the size change of the mesh edges, the
bounds of the length change associated with each of these categories are limited to
reliable bounds as presented in Figure SA.

Initial Mesh 20

A
Mesh Courses in i i i J Transformation Course J Wale
Edges Rectangular Base _ Rectangular Base . Cone . Cone Area _ Seam _ Seam

QS & b o N

» L Lo o oim lova oy
1

Factor

Simplified Formfinding Process
Formfound Formfinding Settings
Mesh ~ Anchors

N Mesh Edges
SRR |
R | Mesh Edges i
:%‘g:‘p" : Initial Mesh —> e Fa?:mr —> Formfound Mesh :
% 1 Mesh Edges

Stifness

Figure 5: A: Seven categories of mesh edges and associated length factors, B: Wale and Course

In general, two main directions can be recognized in knitted textiles structures, and
these are course and wale (Figure 5B). In the physical model used in this study, the
initial knitted model is attached to the boundary frame, keeping the overall length and
width around the rectangular head as it was knitted and without stretching. Therefore,
the elongation only happend in the wale direction, which is the direction of the exterior
force. Consequently, the stitches in course direction mainly shrink.

3.3. OPTIMIZATION

For optimization, the plugins Radical and Opossum are selected. Radical is a tool in
Design Space Exploration (DSE) that incorporates algorithms for constrained,
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gradient-based optimization for numerical and geometric design variables (Brown,
Jusiega, & Mueller, 2020). Opossum is a black-box optimization tool applicable for
time-intensive architectural problems (Wortmann, 2017).

After an initial test period, we selected nine promising algorithms that performed
better on minimizing the differences between the simulated and physical structure.
There are six algorithms from Radical DSE including: SBPLX, GN_ORIG_DIRECT,
GN_ORIG DIRECT L, ISRES, LN BOBYQA, LN _COBYLA. There are three
from Opossum including: RBF, CMAES, and CMAES Random. All algorithms in
Radical are from the NLOpt library (G. Johnson, 2020), which can be consulted for
more information about each one. The algorithms from Opossum are from RBFOpt,
an open-source library for black-box optimization (Costa & Nannicini, 2018). The
starting point for all the algorithms is setting the length factor to zero, which can be the
start of a generalized process. Figure 6 graphically illustrates the starting point.

FormFound
ffffffffffff 3D Scanned
e e @ Distance

0,005

, Starting
| Objective: 3.04

* Weighted Distances -

3D scanned & Formfound 3D scanned & F
Overlapped Section Lines Overlapped Meshes

Figure 6: Starting point in optimization process where all the variables are set to zero

3.4. RESULTS OF OPTIMIZATION PROCESS

The results of the optimization processes for different data extraction methods and
algorithms are provided in this section. Figure 7-left illustrates the performance of
different algorithms for the three individual data extraction approaches. The Random
Points and Section Points techniques both give better results considering the shape of
section lines. But the Transformation Area Points technique did not yield curves in the
formfound model that completely followed the 3D scanned model shape. GN-ORIG-
DIRECT-L Radical is the best solver for both approaches. In the Transformational
Area Points method, because the distance between the four points in this approach was
less than the other approaches, the distance is multiplied by 25. Transformational area
lines in the formfound model completely overlap the 3D scanned model. However,
none of the algorithms yield section lines that are close to the 3D scanned model. Based
on these observations we decided to combine the four-point Transformational Area
Points strategy with the Random Points and Section Points approaches as a
combinatorial approach (Figure 7 Right). In this approach we added the four
Transformational Area Points with and without weight.

In general, adding weight to the four critical points of the Transformational Area in
combinatorial approaches does not improve the performance of the algorithms. Almost
all the algorithms will give better section lines in unweighted strategies. Performance
of the algorithms regarding the Transformational Area shape is a bit better in weighted
strategies, but it is not significant.
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LN BOBYQA and LN _COBYLA usually stopped at the earlier stages of the
optimization process for either individual or combinatorial approaches and not giving
good results regarding the objective of the project. GN_ORIG _DIRECT L, whichis a
global optimization algorithm that works through systematic division of the search
domain into smaller hyperrectangles, is the most reliable algorithm for different types
of the data extraction such as Random, Section Points, and Random Points &
unweighted Transformational Area Points. 1077 seconds is the minimum, and 3750 s
is the maximum time for optimization of the models that ran for all 400 iterations.
However, some algorithms were able to obtain their best results faster and within less
than 100 iterations such as SBPLX.

4. Conclusion and Contribution

This study explores the potentials of using optimization strategies for calibrating the
digital model out of the formfinding process and automating the process of adjusting
formfinding settings in simulating architectural knitted textiles. The results of our
study, a contribution of this paper, show that among different individual and
combinatorial data points, we found the Random Points and Random Points & Not
Weighted Transformational Area Points technique to provide good data points for a
calibration process. The number of data points obtained from the 3D scanned models
are many and if all of them are used to minimize the distance between the 3D scanned
mesh and formfound mesh, it increases the computational process during the
optimization process. Therefore, we limited the data to the minimum critical points to
obtain the desired results.

The performance of different optimization algorithms in Grasshopper plug-ins was
then investigated for tuning a simulation process of conical knitted tensioned structures.
Another contribution is that GN-ORIG-DIRECT-L from the Radical plugin was one
of the best algorithms for this research problem. To speed up the calibration process
during the design process, it was important to understand which kinds of data,
variables, and optimization tools should be selected at the first step.

While this research uses small conical models as a case study, the whole process of
calibrating the formfound model can be applied to other projects and other tension
structure shapes that use similar materials. Researchers can benefit from the detailed
calibration process introduced here that include 3D scanning the model and extracting
the essential data, Determining the bounds of formfinding settings, and setting the
optimization process and minimizing the distance between the target surface and initial
surface. The procedure can be adopted as a method to automatically determine the
length factor settings for the mesh edges during the formfinding and design process.
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Abstract. With the rapid development of computers and technology
in the 20th century, the topological optimisation (TO) method has
spread worldwide in various fields. This novel structural optimisation
approach has been applied in many disciplines, including architectural
form-finding. Especially Bi-directional Evolutionary Structural
Optimisation (BESO), which was proposed in the 1990s, is widely used
by thousands of engineers and architects worldwide to design
innovative and iconic buildings. To integrate topological optimisation
with artificial intelligence (Al) algorithms and to leverage its power to
improve the diversity and efficiency of the BESO topological
optimisation method, this research explores a non-iterative approach to
accelerate the topology optimisation process of structures in
architectural form-finding via conditional generative adversarial
networks (GANs), which is named as OptiGAN. Trained with
topological optimisation results generated through Ameba software,
OptiGAN is able to predict a wide range of optimised architectural and
structural designs under defined conditions.

Keywords. BESO  (Bi-directional  Evolutionary  Structural
Optimisation); Artificial Intelligence; Deep Learning; Topological
Optimisation; Form-Finding; GAN  (Generative Adversarial
Networks); SDG 12; SDG 9.

1. Introduction

Structural optimisation, including topology optimisation, plays a significant role in
architectural design. It can increase the performance of structures and the efficiency of
material use and thus reduce material waste and carbon impact in the fabrication and
construction process. By integrating topology optimisation with artificial intelligence

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 121-130. © 2022 and
published by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA),
Hong Kong.
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(AI) for more efficient use of materials in the industry, it seeks to help achieve the
United Nations Sustainable Development Goal 12: Ensure sustainable consumption
and production patterns (United Nations, 2015).

1.1. STRUCTURAL OPTIMISATION

Structural optimisations aim to achieve the best structural performance while meeting
the requirement of various constraints. Over the past three decades, high-speed
computers and rapid improvements in algorithms have been used to develop better
structural optimisation solutions by a number of engineering researchers.

1.1.1. Topology Optimisation

Topology optimisation is one of the most popular optimal structural design methods
for discrete structures, such as trusses and frames. It is developed to search for the
optimal spatial order and connectivity of the bars. Topology optimisation of continuum
structures is to find optimal designs by determining cavities' best locations and
geometries in the design domains.

Topology optimisation can be readily used to perform shape optimisation by simply
restricting the structural modification to the existing boundaries (Huang & Xie, 2010).
In the field of topology optimisation, there are several notable methods based on finite
element analysis (FEA) developed, such as the homogenisation method (Bendsee &
Kikuchi, 1988), the solid isotropic material with penalisation (SIMP) method (Bendsee
& Sigmund, 1999), the evolutionary structural optimisation (ESO) (Xie & Steven,
1993), the bi-directional evolutionary structural optimisation (BESO) (Huang & Xie,
2010; Huang et al., 2007) and the level-set method (LSM) (Wang et al., 2003). In this
paper, bi-directional evolutionary structural optimisation (BESO) proposed by Huang
and Xie (2010) is adopted to develop a new integrated topology optimisation algorithm

(Figure 1).

Figure 1 Bi-directional evolutionary structural optimisation (BESO) result

1.1.2. Bi-directional Evolutionary Structural Optimisation (BESO)

Bi-directional evolutionary structural optimisation (BESO) is the emerging technology
that is an extension of evolutionary structural optimisation (ESO) developed by Xie
and Steven in 1992 (Xie & Steven, 1993). Both ESO and BESO algorithms are based
on finite element analysis (FEA) for topology optimisation of continuum structures.
BESO algorithm aims to find the solution with the highest structural performance
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under certain material limitations by removing or adding material elements step by step
(Bao et al., 2020). The ESO method also inspires the Extended ESO method, widely
used in architecture design projects, such as the Akutagawa River Side Project in Japan
by Ohmori and Qatar National Convention Centre by Arata Isozaki, to generate an
optimised model with not only high structural performance but also some different
characteristics to meet more functional requirements or aesthetic preferences. In the
past few years, Mike Xie and his team have modified many detailed control strategies
for topology optimisation in architectural design and development during the process
(Yanetal., 2021).

1.1.3. Ameba Software

Because of the benefit of form-finding through topology optimisation and Bi-
directional evolutionary structural optimisation (BESO), more and more designers and
architects seek to use topology optimisation methods to design buildings and furniture.
However, due to the complexity and slow speed to directly use the algorithm for
architectural design, a new Rhinoceros plug-in named Ameba, a topology optimisation
tool based on the BESO method and FEniCS open-source computing platform (Zhou
et al., 2018), has been developed. More and more architects and designers have gained
opportunities to use this intelligent method to work with computers interactively to
create innovative, efficient, and organic architectural forms using Ameba. In this work,
the authors use it as the topology optimisation tool to form the dataset for training
generative adversarial networks to assist and investigate the research.

1.2. GENERATIVE ADVERSARIAL NETWORK AND ITS APPLICATION
IN TOPOLOGY OPTIMISATION

Allowed by the development of deep learning algorithms and fast-growing
computational power, artificial neural networks, including generative adversarial
networks (GANSs), have been increasingly used in architectural and structural
explorations such as topology optimisation in the design process.

1.2.1. Generative Adversarial Networks

A generative adversarial network (GAN) is a particular artificial neural network that
learns from a collection of examples and their probability distribution. It is then able to
generate more examples from the estimated probability distribution (Goodfellow et al.,
2020). A typical GAN often consists of a generator that defines a prior probability
distribution P(z) based on a vector z as input and a discriminator which examines
whether data x is real (sampled from the training examples) or fake (sampled from the
output of the generator).

GANSs can further be extended to conditional models (cGANs) where both the
generator and discriminator are conditioned on extra information y as input (Mirza &
Osindero, 2014). Besides examining whether x is real or fake, the discriminator of a
c¢GAN also evaluates whether it matches the condition y. For example, when using
c¢GAN:S to solve topology optimisation problems, x can be the expected optimisation
results, given the corresponding boundary and load conditions of y.



124 X. YANGET AL.

1.2.2. Topology Optimisation via Deep Learning

In recent years, there has already been some research into solving topology
optimisation problems through artificial neural networks, especially GANs. For
example, the TopologyGAN (Nie et al., 2021) is developed on a ¢cGAN, whose
generator combines a U-Net (Ronneberger et al., 2015) and ResNet (He et al., 2016).
It takes displacement, load boundary conditions and target volume fraction augmented
with dense initial fields computed over the unoptimised domain as the input to the
model. By doing so, this method vastly improves the accuracy of predicting topology
optimisation results compared to some baseline models. Another research by Yu et al.
(2019) transforms the boundary conditions into multi-channel images as input to a
convolutional-neural-network-based encoder to generate low-resolution topology
optimisation results. It inputs the low-resolution results into a GAN to produce final
results in high resolution. Differently, the proposed method utilises cGANSs directly. It
requires very brief input to keep the models easy to operate and thus broaden the
potential range of users with or without professional structural knowledge.

1.3. PROPOSED METHOD

This research suggests an approach to accelerate the topology optimisation process of
structures in architectural form-finding by replacing iterative calculation procedures
with an end-to-end algorithm via conditional generative adversarial networks. This
method is named OptiGAN by the authors as the ultimate goal is to generate topology
optimisation results efficiently and accurately. Trained with a small number of
topological optimisation results generated with Ameba software, the proposed method
is able to predict a wide range of optimised two-dimensional structural forms under
defined conditions.

2. Methods

To achieve the research target, a coarse-to-fine network of cGANS is developed and
trained with a dataset collected by the authors.

2.1. DATA COLLECTION AND PRE-PROCESSING

To train OptiGAN, an original dataset of topology optimisation results is collected with
Ameba software. In detail, the material is kept as steel during the data generating
process, and the volume fraction is set to 0.5 consistently. The parameters that can vary
from case to case are design domain, fixing edge and load conditions, which are the
very parameters to use as input parameters of OptiGAN. In practice, in the Ameba
script, the fixing edge of a square design domain is always set to the left edge as fixing
at other edges are seen as the same as rotating left-edge-fixing conditions in the later
data augmentation process when training the cGAN models. In the first stage of the
research, a total number of 1385 optimisation results are included in the dataset.
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During the pre-processing, the input parameters are translated into a three-channel
input image at 256 * 256 pixels in size. By doing so, the model is provided with two-
dimensional spatial clues. Thus, the difficulty for training the model to predict two-
dimensional results can be reduced compared to using merely numerical inputs directly
without spatial suggestions. Specifically, as Figure 2 demonstrates, the design domain
and fixing edge are expressed in all three channels by assigning the value of 0 to the
corresponding pixels representing the geometries. Load locations and load unit vectors
projected onto the X and Y axis are documented in the first and second channel
respectively in values remapped into a range between 0 and 255. Values of the other
pixels are assigned 255 in all three channels by default.
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Figure 2 Translated input image of 1000*1000 mm design domain, fixing at the left edge, load one
at (900, 1000) location in 45° angle, load two at (1000, 700) location in 180° angle. The values of
the rest pixels are all 255.

2.2. OPTIGAN ARCHITECTURE

Unlike the previous researches mentioned in section 1.2.2, there are no dense initial
fields, low-resolution results, or any other inputs than design domain, fixing edge and
load conditions for the OptiGAN generator. Keeping the inputs simple can make it
potentially as easy as adjusting a few number sliders for the OptiGAN users to operate.
At the same time, it dramatically increases the difficulty for the generator to speculate
the results by providing less input information. To respond to the conflict, OptiGAN
adopts a coarse-to-fine network architecture.

Specifically, as Figure 3 demonstrates, there are two generators and discriminators
in the network. The initial input of conditions in the form of translated input images is
first fed to the coarse generator, which then predicts a rough output examined by the
coarse discriminator. Then the rough output together with the initial conditions are
input to the fine generator, which outputs the final results. Although compared to
conventional cGANs, the input of OptiGAN consists only the conditions y alone
without vector z, the networks can also learn from only the conditions. This choice of
input is also being suggested in Pix2Pix (Isola et al., 2017), one of the most successful
image-to-image translation models.
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Figure 3 The architecture of OptiGAN

2.2.1. Generators and Discriminators

Both the coarse and fine generators used in OptiGAN are U-Net (Ronneberger et al.,
2015), which has a mirrored encoder-decoder network architecture with skip
connections between symmetrical layers. It can work effectively with very few training
data. Meanwhile, both discriminators are PatchGAN (Isola et al., 2017), which focuses
on 156 * 156 patches as through testing, such patch size provides the best outcome in
the tasks.

2.2.2. Objective

The objective that OptiGAN tries to optimise can be expressed as equation (1). It
consists of two parts, the cGAN loss (equation (2)) and L1 loss (equation (3)). Besides
generating images that look real, as the other goal is to eventually achieve results as
close to the BESO optimisation outcomes as possible, L1 loss is added to the total loss
with a considerable weight of A to force the output to be close to the ground truth. L1
loss is chosen out of L2 loss because it encourages less blurring effect of images
compared to L2 loss. In the experiments, the weight is set to 125 (A= 125) to emphasise
the importance of L1 loss in this particular task.

G = arg mGin mngCcAN (G,D) + 2L;1(G) (D)
LCGAN(GJ D) = IEx,y [logD(x, :V)] + IE:x [log(l - D(x' G(x))] (2)
L1(G) = IEx,y[”y = G)ll4] 3)

2.3. TRAINING OPTIGAN

OptiGAN is trained in two steps: the coarse generator and discriminator are trained
first, after which the fine generator and discriminator are trained. Both parts of the
network are trained for 200 epochs to achieve the demonstrated results. Following the
conventions, instead of minimising log(1 — D(x, G(x)), the trainings maximise
log(D(x, G(x)) to avoid saturating log(1 — D(x, G(x)) in the early training stage.
The initial learning rate is 0.0005 decaying to O in the last 100 epochs and the Adam
optimiser is used. Figure 4 shows the history of the cGAN loss and L1 loss during the
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two training procedures.
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Figure 4 The cGAN loss and L1 loss during the coarse training and fine training

The coarse generator and fine generator take different types of input and are paired
with different discriminators as introduced in section 2.1.1, so it is not considered
practical to compare the absolute value of the corresponding cGAN losses of the coarse
and fine models. Even though, the cGAN loss improves from the beginning to the last
epoch in both cases, as shown in Figure 4. In contrast, for both generators, the L1 loss
is calculated according to the same ground truth, and it can be discovered that the fine
generator further decreases the L1 loss based on the coarse generator, which indicates
that the fine generator is able to further improve the accuracy of predicted topology
optimisation results by OptiGAN.

3. Results

During the training process, the L1 loss of OptiGAN reduced from over 80 to less than
20. More importantly and precisely, the pixel-wise accuracy is used to evaluate the
performance of the models. It is equal to the percentage of accurate pixels in a
prediction out of the total pixels of that image. Tested with 150 randomly selected
pieces of data different from the training set, the average pixel-wise accuracy of
OptiGAN is able to achieve 83.15%. Figure 5 demonstrates some of the testing results
in different load conditions with pixel-wise differences between the predictions and
ground truth visualised for each case.
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Figure 5 Some prediction results of OptiGAN with ground truth and pixel-wise difference

4. Discussion

OptiGAN demonstrates the ability of a novel approach and its application in
architectural and structural form-finding. It is the extension of the SwarmBESO (multi-
agent-based topology optimisation) method proposed by Bao & Yan in 2020 (Bao et
al., 2021) to improve the diversity of the topological optimisation generative method.
It has the potential to significantly help architects and engineers save material and
produce more efficient structural layouts and building envelopes. It is valuable to
integrate two intelligent computational design methods, deep learning and topology
optimisation, for designers in the conceptual design phases.

However, the research is in a rudimentary phase and is temporarily constrained in
a range of two-dimensional solutions. Although set as an input variable, the design
domain in the current dataset includes only square geometries, despite that it can
perform well in this geometric range, as demonstrated in the testing results. To truly
diversify the spectrum of results and further increase the accuracy, it is very crucial that
OptiGAN must be trained with much more data of various design domains and load
conditions. Future line of research also includes further equipping the model with the
ability to solve three-dimensional topology optimisation problems.

5. Conclusion

This research develops OptiGAN, a non-iterative method to accelerate the topology
optimisation process of structures in architectural form-finding via conditional
generative adversarial networks with high accuracy. It demonstrates the process of
integrating topology optimisation and generative adversarial networks to establish an
artificial intelligence (AI) based structural optimisation technique. This new
methodology holds great potential for practical application in architecture and
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engineering fields. It increases the diversity of outcome of the topology optimisation
generative design such as the application of shell (Figure 6).

Figure 6 Diverse BESO results of shell optimisation
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Abstract. Buildings are responsible for 40% of world C02 emissions
and 40% of the world's raw material consumption. Designing buildings
with a reduced material volume is essential to securing a post-carbon
built environment and supports a more affordable, accessible
architecture. Architecture’s material efficiency is correlated to
structural efficiency however, buildings are seldom optimal structures.
Architects must resolve several conflicting design criteria that can take
precedence over structural concerns, while material-optimization is also
impacted from limited means to quantitatively assess aesthetic
decisions. Flexible design methods are required that can adapt to
diverse constraints and generate filagree material arrangements,
currently infeasible to explicitly model. A novel approach to generative
topological design is proposed employing a custom multi-agent method
that is adaptive to diverse structural conditions and incorporates
quantitative analysis of visual formal character. Computer vision
methods Gabor filtering, Canny Contouring and others are utilized to
evaluate the visual appearance of designs and encode these within
quantitative metrics. A matrix of design outcomes for a pavilion are
developed to test adaptation to different spatial arrangements. Results
are evaluated against visual character, structural, and geometric
methods of analysis and demonstrate a limited set of aesthetic design
criteria can be correlated with structural and geometric data in a
quantitative metric.

Keywords. Generative/Algorithmic  Design; Computer Vision;
Environmental Performance; Multi-Agent Systems; Visual Character
Analysis; SDG 10; SDG 11; SDG 9; SDG 12; SDG 13.

1. Introduction

Buildings are responsible for 40% of world C02 emissions and 40% of the world’s raw
material consumption (Bergman, 2013, pp. 24-25). Reducing material volume in
building designs is an essential step towards a post-carbon built environment that can
support a more equitable, affordable and sustainable future. Recent developments in
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large format Additive Manufacturing (AM) potentially enable the fabrication of more
materially efficient buildings. AM methods encompass a wide range of material and
manufacturing constraints, yet typically allow substantial formal and topological
complexity. Although these can support greater material efficiency and design
expression, design methods that can generate and evaluate both criteria concurrently
are relatively nascent. Architecture’s material efficiency is correlated to structural
efficiency; however, buildings are seldom optimal structures. Architects must resolve
several conflicting design criteria that can take precedence over structural concerns.
Examples include planning or site-related constraints, that might impose variations in
column or wall spacings. Additionally, formal, or aesthetic criteria might undermine
optimization of material volume. Flexible design methods are required that can adapt
to diverse planning conditions while minimising material usage. The utility of such
methods is contingent on their ability to provide materially quantitative feedback to the
designer relative to their aesthetic design concerns. While optimisation methods can be
integrated within generative architectural design processes (E.g., reinforcement-
learning or evolutionary solvers (Mitchell, 2019)), these require fitness data to be
obtained from design iterations. To integrate visual aesthetic criteria is challenging, as
it requires a quantitative means of assessing qualitative formal character. Material
volume offers one means to assess environmental and cost impacts of an architect's
spatial, formal, or ornamental design propositions. Large-scale design decisions (E.g.,
floor planning, 3D massing or structural grids) are often constrained by programmatic
or structural parameters that require explicit design input. Fortunately, AM architecture
can support these constraints while enabling design expression and material
optimization at smaller scales, traditionally considered to be the preserve of ornament.
However, explicitly modelling such high-definition designs is prohibitively laborious,
necessitating algorithmic or software-automated approaches.

2. State of the Art

Increases in a design's topological complexity can support greater material and
structural efficiencies, as can be seen in the use of Topological Structural optimization
(TSO) for the design of slabs, pavilion canopies, and large-span halls (Jipa et al., 2016;
Sasaki et al., 2007). However, TSO operates primarily as a design-rationalization
method with limited potential to directly inform aesthetic variability. Several
algorithmic design approaches that encode a formal-aesthetic condition in addition to
structural parameters have been developed for AM architectural elements such as
columns and floor slabs (Anton et al., 2020). These have primarily focused on the
design and manufacture of individual elements with limited demonstration of
adaptation to variable spatial-structural conditions and no investigation into the
relationship between their visual formal character and material volume. Multi-Agent
design methods are particularly well suited to resolving spatial-formal problems and
have already been utilized for architectural design (Snooks & Stuart-Smith, 2012). To
date, multi-agent methods for AM architecture have not been developed that are
adaptive to the varied structural conditions found in many buildings’ structural layouts.
Algorithmic methods also encode a designer’s formal intentions to a large degree.
Programmers/designers engage in subjective aesthetic decision-making when writing
algorithms, and by assigning values to variables within code. During this process, a
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designer has limited means to reflect or quantify visual character's impact on material
efficiency. As algorithmic design and optimization methods operate on quantitative
data, it is difficult to correlate qualitative concerns such as aesthetics. In the field of
computer science, computer vision research has produced image processing methods
that enable the quantification of visual features. Methods for pixel filtering, contouring,
or clustering are critical to several data collection and machine learning algorithms
(Davies, 2017). Recent research into the programming of aesthetics principles within
deep learning approaches(Shaji, n.d.) suggests aesthetics can be engaged within
algorithmic design. While architectural researchers recognise algorithmic processes
may generate new aesthetics (Rehm, 2020), little research has been conducted into how
evaluation of such aesthetics might inform optimisation processes, or impact a design's
carbon footprint. Although clustering techniques have been used to classify
architectural precedent buildings (Alymani et al., 2020), such methods have not been
employed to evaluate visual formal character in algorithmically generated designs.

3. Algorithmic Design with Visual Formal Character Analysis

This research proposes a novel approach to topological design through a custom Multi-
Agent Design (MAD) method that is adaptive to spatial and structural inputs, and
incorporates Visual Character Analysis (VCA) together with Structural Analysis (SA)
and Geometric Analysis (GA). GA also supports estimation of Embodied Carbon
(ECO2). Computer vision methods such as Gabor filtering, Hough Line, and Canny
Contouring (OpenCV, 2021) are utilised to evaluate and encode the visual appearance
of designs within quantitative metrics in addition to SA deflection and principal stress,
and GA metrics for volume and surface area. The term 'visual character' can be used to
describe a wide range of visible attributes. Within this research, a narrow set of visual
characteristics were selected that were deemed relatively easy to quantify and
aesthetically related to the design method's ability to produce increased topological
complexity, including heterogeneity, intricacy, continuity, and recesses. Proposed
visual characteristics and corresponding analytical criteria offer an extremely limited
form of aesthetic evaluation. As a first foray into the quantification of visual character,
these categories are utilised to establish a proof of concept, sufficiently general to be of
relevance to a broad number of manufacturing methods and design approaches. No
optimisation routines are undertaken within the research, instead, novel research into
design and analysis methods is presented that could be utilised in conjunction with
optimisation methods. A matrix of design outcomes for a pavilion was developed to
test the method's adaptability to different spatial and structural arrangements.
Outcomes are tested against visual character, structural, and geometric methods of
analysis, to evaluate whether a limited set of aesthetic design criteria can be correlated
with structural and material volumetric efficiency as a quantitative metric.

4. Methods

A Multi-Agent Design method (MAD) (Figure 1) was developed that included
quantitative analytical methods to provide SA, GA, and VCA metrics (Figure 2).
Using the method, a matrix of design outcomes (Figure 3) was produced to evaluate
the effectiveness of the approach, and its suitability to support optimisation processes.
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4.1. MULTI-AGENT DESIGN METHOD (MAD)
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Figure 1. MAD Method: a)Agent rules b)Set-Out data and agent seeding. c) rule trajectories

A custom multi-agent design algorithm was developed to enable geometrically
integrated ceilings, slabs and column/wall designs to be developed from a flexible,
user-specified spatial set out of vertical supports, adapting designs to different planning
and structural constraints within the Rhino3D software environment (Figure 3). A
ceiling/slab mesh model with user-specified column and wall support locations is first
structurally analysed in Karamba3D™, with resulting principal stress and deflection
data stored in Python lists. A custom Python agent class inspired by Craig Reynolds
Boids algorithm (Reynolds, 1987) was written that governs the motion of particles over
simulated time. The ceiling mesh surface is populated with instances of the agent class,
that seek and align to high stress areas, and attempt to travel down support locations.
Agent motion trajectory curves are interpolated as a single mesh topology.

To ensure each simulation's initial set-out is consistent across diverse permutations
of user-specified structural support conditions, a method was developed that provides
a variable density distribution of agents relative to structural stress and surface area. A
contour field is generated by uniformly offsetting curves that radiate out from each
support position and Boolean-Unioned where they overlap. Seed points are randomly
distributed between each contour curve relative to surface area between the contours at
a probability of 0. 0.0157/M?, and further culled relative to local principal stress values
at a rate of: 0.700. This results in a variable density of agents relative to surface area
and structural stress distributions, seeding more agents in high deflection areas.

Each instance of the agent class contains an (x,y,z) coordinate for current position,
(x,y,z) vectors for velocity and acceleration, and an integer for its current ‘state’. Each
timeframe an agent sums an acceleration vector with its current velocity and adds this
vector to its current position to move in space-time. Position and velocity vectors are
constrained to the ceiling mesh by finding their closest points on the mesh. The
acceleration vector is calculated each frame by summing results from a series of
behavioural methods (Figure 1) that includes: agent-to-agent methods (seek, avoid,
align), agent-to-agent trail methods (seek trail, align to trail), agent-to-structural data
methods (seek local highest stress values, align to local stress vectors), and agent-to-
vertical supports methods (seek top of support, align to support). Each method
calculates the distance to neighbours of a specified type (agent, trail, structural data or
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vertical support) within a specified radius (R) and field of view (FOV). For each
method, vectors are calculated only relative to neighbours located inside of the agent’s
R and FOV. Seek methods calculate a vector pointing towards the average position of
neighbours while avoid methods calculate an inverse vector. Align methods average
the orientation of neighbours. All methods determine a steering vector that is the
difference between their calculated vector and the agent’s velocity vector, resulting in
a vector that causes the agent to turn towards or away from each influence. All methods
return a single vector which is then unitized to ensure they can be proportionally scaled
relative to one another to influence an agent’s behaviour. Agents operate under two
states which utilise different weightings of the above method calculations,
commencing as state “1”, and changing to state 2" when in range of a vertical support
to prioritize seeking and aligning to vertical supports (Figure 1).

Each agent's motion trajectory over 100 timeframes is translated to a Nurbs curve.
As agents were constrained to the ceiling mesh, a method was created to adjust the z-
height of each agent trajectory curve knot below the ceiling, relative to adjacent agent
curves and structural stress. The displacement vector is calculated as the difference in
position (pos) to neighbouring agents (a.pos) scaled by the closest principal stress value
divided by the number of agents in range (n) and weighted by a constant (C):
(Z(distance(a.pos to pos))* stress C)

A continuous mesh geometry is generated around the adjusted curves by first
creating polysurfaces from a single rail sweep from cross-section curve profiles arrayed
along each curve. Polysurfaces are then converted to a mesh and imported into
Zbrush™ and merged into a single mesh using Zbrush’s dynamesh and smooth
commands. This method was selected over more accessible methods in Rhino3D™
such as isosurfacing due to its benefits in enabling greater control over cross-sectional

geometry.

pOS.Z = pos.Z — ~

4.2. STRUCTURAL, GEOMETRIC & EMBODIED CARBON ANALYSIS

Design outcomes were geometrically analysed (GA) for surface area and volume, and
structurally analysed (SA) for deflection and principal stress. GA metrics were
obtained using built-in Rhino3D™ methods for mesh analysis. Although SA can be
performed on meshes using a shell analysis, it would be computationally prohibitive if
integrated within high-iteration optimization routines. As such, a frame analysis was
performed using Karamba3D™ that was computable in a fraction of time. To prepare
a structural model for frame analysis, each agent trajectory curve was converted to a
polyline and exploded into several line elements. A series of connective lines between
trajectories was generated between nodes in proximity to one another at a range
equivalent to mesh cross-section profiles, producing a network with connectivity
comparable to the mesh result. This was then used for SA. To estimate embodied
carbon, a high-strength steel re-enforced concrete (RC40/50) with 100kg/m3 steel
reinforcement and 30% fly ash was specified with an embodied carbon (ECO2) value
of 330 kgCO2/m3 (MPA The Concrete Centre, 2020). By utilising volumetric data
obtained in GA, an embodied carbon value is estimated for design outcomes.
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Figure 2. VCA. a) quantitative methods b) image processing methods applied to three camera views

4.3. DESIGN VISUAL CHARACTER ANALYSIS (VCA)

To assess the visual character of design outcomes a methodology for image analysis
was developed that involved viewport capture and image processing in Rhino3D™,
For each design outcome, Images at 1920x1080 resolution were captured using three
specified camera views and Rhino3D's ‘Arctic’ display style. The computer vision
framework OpenCV™(OpenCV, 2021) was made accessible within Rhino3D by
using GHPythonRemote™ to enable Python to be executable within Rhino3D's
IronPython 2.7 GHPython components. A series of visual characteristics (including
intricacy, heterogeneity, continuity, and surface recesses were established. To quantify
these, specific OpenCV methods were selected that could generate new images that
corresponded to each characteristic, and methods developed to extract and quantify
data from each OpenCV image outcome. The specific methodologies are illustrated in
Figure 2 and summarised below:

e [ntricacy: greater amounts of geometrical definition. A method was established to
quantify edges in an image. A linear filter used for texture analysis, Gabor Filtering
was selected due to its ability to highlight edges by identifying areas of highest
difference in pixel value which are representative of edge curvature (OpenCV,
2021). In greyscale images, these are visualised as white pixels, whose quantity
relative to total pixels in the image was quantified to describe a degree of intricacy.

® Heterogeneity: greater degrees of difference between different regions within an
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image. The Canny edge detection method was utilised to first identify features in
the geometry due to its ability to produce an image that depicts continuous edges in
white on a black background through a multistep process that leverages spatial-
frequency filtering and hysteresis thresholding (Davies, 2017, p. 136). A Structural
Similarity Index (SSIM) Image Difference Comparison is then performed on the
Canny image to evaluate the similarity between different tiled regions within the
image (OpenCV, 2021). This returns a float for the standard deviation of SSIM
distance evaluation between the image tiles and used as a value of Heterogeneity.

o Continuity: degree of alignment between edges in areas of high curvature.
OpenCV's Probabilistic Hough Lines Transform method was utilised to create a
series of line segments that approximate continuous edges within an image
(OpenCV, 2021). As the Hough Transform is more effective if edge detection pre-
processing is performed beforehand, a Canny Edge image was created and used as
the input image. An average angle between Hough Line segments within proximity
of Height/6 pixels to each other was calculated and averaged for all lines within the
image to provide a metric for continuity.

® Surface Recesses: degree to which a surface geometry is separated into regions of
varying depth. In lieu of the artic render, a coloured image was produced through
the development of a custom Rhino3D Python script that coloured mesh vertexes
relative to local mesh curvature. Pockets are identified by segmenting the image into
regions of different colour, thus segmenting by local minima/maxima of curvature
in the surface. K Means Clustering of the image is used to categorise pixels of
similar colour as a cluster (OpenCV, 2021). OpenCV contouring of pixel clusters
enables the quantity of clusters to be identified as a metric for pockets.

4.4. DESIGN MATRIX AND COMPARATIVE ANALYSIS

A matrix of pavilion designs was developed for four different spatial set-outs
(A,B,C,D) that varied the number and spacing of columns, walls, and slab dimensions
including an 8x8m 4-column grid, a 30x12m rectangular grid with symmetrical and
asymmetrical column supports, and an option combining walls and columns. The
MAD method was tested with three variations in ruleset values (labelled 1,2,3),
together with an additional base condition (0) for each set-out that was explicitly
modelled to have regular rectangular columns similar to Le Corbusier's Maison
Domino (Figure 3c). VCA, GA, and SA metrics were developed for each design
outcome. Metrics were re-mapped to a value between 0 and 1 and graphed (Figure 4)
to support comparative analysis and to establish whether the method could be used to
describe a multi-objective design fitness value.

5. Results and Discussion

The MAD method demonstrated successful adaptation to diverse spatial and structural
conditions (Figure 3a). Minor differences in the rulesets had significant impact on
outcomes, illustrating an expansive design space with varying degrees of geometric
alignment and density. SA and GA results for all three rulesets performed similarly
well in symmetrical spatial set outs A and B yet evidenced greater variability in
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asymmetrical set outs C and D, indicating potential improvements could be achieved
by inclusion of an optimization routine. While MAD and SA/GA methods were
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Figure 3. Matrix of design outcomes relative to user-specified column/wall and slab spatial
organizations. a) structural loading conditions, b) agent trajectories, c) explicit base condition
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Figure 4. Comparative analysis of design matrix results

materially agnostic (with calibration to specific materials and performance
requirements in future work), embodied CO2 (EC02) was estimated using a high-
strength reinforced concrete. ECO2 calculations derived from GA volumetric data
demonstrated ruleset #1-3 MAD efficiency gains of 4-39% over base conditions. For
set-out #A, a 23% reduction is equivalent to a saving of 4400 kgCO2.

As anticipated, all MAD rulesets scored substantially higher in VCA than base
conditions. Evaluating VCA methods, Heterogeneity was validated by high-value
results in asymmetrical set outs C and D, and ruleset #1's high values reflected a greater
organisational diversity in its design outcomes. MAD results also demonstrated more
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intricacy than base conditions yet remained relatively constant across all rulesets. This
suggests that the quantification of Gabor filter images was not effective at describing
intricacy of design outcomes, or, that all MAD rulesets generated similar levels of
intricacy despite ruleset #3 consolidating detail in smaller clusters. Continuity was
greatest in ruleset #1 and extremely low in base conditions as expected. K-Means
Clustering was not as successful for evaluating recesses. Values were similar across all
MAD rulesets, with the most heterogeneous results scoring lower than more
homogenous outcomes. The number of clusters did not adequately describe the
significance of features. As MAD Ruleset #1 outcomes have more distinguishable
recesses at a range of scales compared to other rulesets, scale should be incorporated
into the recesses evaluation method.

While MAD rulesets #1 and #2 scored higher in SA, ruleset #3 had superior GA
results demonstrating the need for SA and GA feedback within an iterative
optimisation process. The authors found MAD ruleset #1 exhibited preferable design
outcomes that were formally continuous and heterogeneous (Figure 4). MAD ruleset
#3 was least preferable due to a lack of heterogeneity resulting from dense clusters
around supports. Results validate that selected visual character rules aligned to the
author's aesthetic intentions yet highlight a conflict between author (or any user)
preference, material, and structural optimisation. This demonstrates the importance of
quantitative evaluation of visual characteristics to ensure that some aesthetic properties
can be developed in relation to optimisation approaches. In assessment of the matrix
of results, a suitable fitness function for a design optimization process might enhance
intricacy(I), heterogeneity(H) and continuity(C) while reducing material volume (V)
and structural deflection (D) and stress (S). This might be paraphrased as:
wil + woH + wsC
wyV + wsD + wgS

fitness =

Whereby w, through wg are constants assigned by any user/designer to weight the
influence of each parameter and could be adjusted to any designer's preferences.
IR - B
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Figure 5. a) MAD outcomes adapt to structural and spatial constraints, while producing visual
character that is quantitively evaluated using b) VCA computer vision methods.

6. Conclusion

The research demonstrates a MAD method that integrates VCA methods together with
SA, GA and, EC02 estimation. The MAD method demonstrated successful adaptation
to diverse user-specified spatial and structural set-out conditions, while the use of
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computer vision image processing techniques supported quantification of visual
character alongside more readily quantifiable performance metrics for structural and
material efficiency. Results illustrate the utility of the research but also highlight the
necessity for inclusion of an optimization routine such as reinforcement learning to
achieve results suited to material, and structural performance requirements. Given the
challenges of establishing VCA methods and the limited criteria developed in this
research, more work expanding VCA to encompass a broader set of generalisable
aesthetic conditions would provide greater utility outside of this proof of concept. A
survey paper of image-processing methods would be a good next step. Further
development of the research will involve expansion of broader spatial/formal user
design input, and incorporation of MEP and environmental performance
considerations. AM architecture holds immense potential to reduce the material and
environmental impact of building, while offering exciting opportunities for geometric
design freedom. This research provides a means to develop topologically complex
designs suited to AM methods together with feedback from structural, volumetric, and
visual character metrics, providing a novel design approach that can be integrated with
optimisation routines. It is hoped the research fosters a more holistic approach to
design, correlating aesthetics with the material and structural efficiency of buildings,
and thereby facilitating a reduction in the carbon footprint of architectural designs.
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Abstract. For adaptive facades, the dynamic integration of
architectural and environmental information is essential but complex,
especially for the performance of indoor light environments. This
research proposes a new approach that combines computer-aided
design methods and machine learning to enhance the efficiency of this
process. The first step is to clarify the design factors of adaptive facade,
exploring how parameterized typology models perform in simulation.
Then interpretable machine learning is used to explain the contribution
of adaptive facade parameters to light criteria (DLA, UDI, DGP) and
build prediction models for light simulation. Finally, Wallacei X is used
for multi-objective optimization, determines the optimal skin options
under the corresponding light environment, and establishes the optimal
operation model of the adaptive facades against changes in the light
environment. This paper provides a reference for designers to decouple
the influence of various factors of adaptive fagades on the indoor light
environment in the early design stage and carry out more efficient
adaptive fagades design driven by environmental performance.

Keywords. Adaptive Fagades; Light Environment; Machine Learning;
Light Simulation; Genetic Algorithm; Specific Instead of General; S
DG3; SDG12.

1. Introduction

As the boundary between inside and outside of a building, building facades play an
essential part within the broad scope of building performance. It has the potential to
provide maximum comfort and a comfortable light environment for the interior space.
With the popularity of large glass windows and curtain walls, the adaptive facade has
become an important and sustainable method to control natural indoor light (Attia et

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 141-150. © 2022 and
published by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA),
Hong Kong.
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al., 2018). The traditional facade cannot respond to different light angles caused by the
sun's movements and create constant visual comfort for the interior during daylight
(Michael & Heracleous, 2017). At the same time, the adaptive facade can respond to
changes over time and find a balance between different light evaluation indicators to
keep a comfortable indoor light environment(Hosseini et al., 2019; Luna-Navarro et
al., 2020).

On the basic definition of adaptive fagade, the concept of adaption requires effective
control, which could be distinguished as extrinsic and intrinsic control (Loonen et al.,
2013). Extrinsic control is a computer-based system that reacts with input and output
that decides the behaviour of adaptive facades. For instance, Shi et al. (2020) compare
two types of facade typology for light and energy performance. However, the expected
outcomes are difficult to predict due to the complexity of climate data and the difficulty
of massive light stimulation, which results in the need for intelligent decision-making
in the control of adaptive facades. In the architectural field, new computer-aided
methods like genetic Algorithms (Carlucci et al., 2015; Rizi & Eltaweel, 2021) are
introduced to face the multi-functionality and non-linear adaptations which can be
transferred to comparative design. Adaptive fagade needs an intelligent control system
that could make decisions on collected information and existing requirements (Boke et
al., 2019). To achieve the intelligent goal, machine learning is introduced to establish
a new workflow for adaptive facade towards lighting performance.

2. Research Methodology

The software for light environment simulation often requires interdisciplinary
knowledge like physics and programming skills that are usually beyond the designer's
ability. Therefore, simulation for the adaptive facade in the early design stage is
difficult to synergy. Designers usually use an exhaustive optimization method, which
is impossible to respond to changing environments. A computer-aided design approach
and machine learning can be combined in the early design stage, effectively improving
the design process and achieving accurate optimization results.

Optimize design parameters through the
results of machine learning and establish

Optimization case an efficient optimization design process
0 Building Parametric Simulation&Dataset Explainable Machine
s model preparation learning
: : ------------------------------------------ ;
o ' ] ‘(a dmic '
) P XGBoost * @ (et | o
Model Prototype I g ! ) ) i Mulity-Objection
| Virations defined: = ;gggi aregression i Optimization
Uit I i
)/) 1 32:{ vjigteh 2. Feature sensitivity !
’r\ 5 | Unit height analysis | mmmmnn >
N ! Unit distance 3. Analyze the influence
! Rotation angle of various design factors |
Rhinoceros ! of the dynamic skin on '
| Room width me grcl’nuu\ljnﬁtlcotqrs of :
1 Room Length e indoor light environ |
| Room Height ment
i

Mulity-Objection Optimization criteria:
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2DLA Daylight Atonomy
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Figure 1. Research workflow
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2.1. RESEARCH PATH

As shown in Figure 1, the research framework of this paper consists of four main parts.
Based on domestic and international studies and cases, the first step is analyzing
common dynamic skin design parameters, then establishing three parametric facades
models based on Rhino/Grasshopper platform. Secondly, using simulation software
such as Honeybee and Ladybug to evaluate the light environment and get indexes such
as Daylight autonomy (DLA), daylight illuminance (UDI), and daylight glare
probability (DGP) of the models. All the variations and indexes are exported to
construct sample datasets by controlling the parametric models for batch simulations.
The contribution of the dynamic epidermal parameters (unit length, unit width, unit
distance, material transparency, different patterns, etc.) to the indoor light environment
index under the corresponding light environment (weather data), and several regression
models were developed to obtain the prediction models of different dynamic epidermal
parameters under the corresponding light environment. Finally, a multi-objective
optimization based on Wallacei X of genetic algorithm is performed to determine the
optimal epidermal option under the corresponding light environment and establish the
optimal operation model of the adaptive facade for light environment changes.

2.2. PARAMETRIC DYNAMIC SKIN ESTABLISHMENT

The adaptive facades involved in this study are unit modules, which form a whole
through repeated arrays in horizontal and vertical directions. The independent units
themselves are difficult to have a good effect in function and aesthetics, but the whole
formed by the array can provide a good light environment for the room, and at the same
time, can also constitute a certain sense of rhythm.

There are three main unit forms chosen in the paper: rectangular, triangular, and
hexagonal. The size of the design unit is generally arranged in a way that there are 2-3
rows of one-floor height, and the building floor height is multiplied by the basic unit
height, i.e.

H=n=xh

where h is the height of the dynamic unit, H is the floor height of the building, and n is
the multiplicative relationship. Different samples of the three parametric dynamic skins
are shown in Figure 2.

Figure 2. Three parametric prototypes
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Ultimately, through simplification and for unification purposes, the dimensions of
the room (face width, depth, floor height) and the dimensions of the parametric
dynamic skin (unit distance, unit length, unit width, unit movable parameters) are used
in this paper as potential influencing factors that affect the light environment indexes.

2.3. SIMULATION FOR INDOOR LIGHT ENVIRONMENT AND DA-
TASETS PREPARATION

2.3.1. Indexes for light environment

This paper uses the Ladybug and Honeybee plug-ins of the Rhino/Grasshopper
platform to simulate the indoor light environment with a parametric dynamic skin. The
adaptive facade can significantly improve the light environment near the glass curtain
wall to meet the appropriate natural illumination and avoid glare during the daytime.
Considering that office spaces with large depths are prone to uneven illumination, and
small-sized residential spaces near glass curtain walls and floor-to-ceiling windows are
often strongly lit and generate glare, this paper generates adapted dynamic skins for
rooms of different sizes and performs batch light environment simulation by setting the
room size as a variable. Based on the LEED and WELL building evaluation standards,
the final light environment indicators such as all-natural lighting percentage (DLA),
effective daylight illuminance (UDI), and daylight glare probability (DGP) are
selected, as shown in Table 1.

Table 1. Light environment criteria

Criteria Definition Unit Comfortable value
DLA The percentage of annual work hours during which all or % 320Lux
(Daylight Autonomy) part of a building’s lighting needs can be met through

daylighting alone.

upi Useful daylight illuminance (UDI) is a daylight availability 9 Autonomous UDI
(Useful Daylight lluminance)  metric that corresponds to the percentage of the occupied { 500ILx=—2500lux)
time when a target range of illuminances at a point in

space is met by daylight.

DGP DGP assesses the probability that an occupant will be % <0.35
(Daylight Glare Probability) disturbed by glare conditions using the vertical eye
illuminance of an entire scene and its relationship to

specific potential glare sources within that scene (2006)

2.3.2. Simulation of interior light environment

The light environment simulation is mainly based on Rhino/Grasshopper platform,
using components of light environment simulation such as Ladybug and Honeybee to
simulate light environments for indoor spaces with adaptive facades. The
meteorological data were imported by reading EPW files through ladybug (Table 2),
the selected location was Shanghai, and the imported climate-related data were
weather, time (month and day), sky type, etc.
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Table 2. Weather data

Input weather variations Definition

dirRad The hourly Direct Mormal Radiation
difRad The hourly Diffuse Horizontal Radiation
skyType CIE Sky Type [0] Sunny with sun, [1] sunny without sun, [2] intermediate

with sun, [3] intermediate without sun, [4] cloudy sky. [5] uniform sky

2.3.3. Datasets preparation and correlation analysis

In this study, the preparation time of the dataset is relatively long. Batch simulations
use the ladybug fly component, and the CPython component will export results. Each
parametric prototype model generates 500 simulation cases, and the corresponding
three light environment indicators will be exported to construct sample datasets for
machine learning, the parametric model and simulation process is shown in Figure 3.

The correlation analysis of the datasets is an important part of the data exploration
in the pre-modeling stage. By calculating the correlation between the characteristic
values (independent variable: design parameters) and the target values (dependent
variable: three light environment indicators), the correlation degree of the design
parameters of the adaptive facade model to the light environment indicators can be
derived, which in turn provides support for the designer's design decision.

1 Cycle of Variations h ——m -
2 Parametric Model ) . _—
3 Simulation of DLA & UDLI (5 EE - {5 gy "
4 Simulation & Visualizaiton of DGP | = . i = i

5 Weather settings

6 CPython for datasets

Figure 3. Grasshopper battery for one prototype

2.4. INTERPRETABLE MACHINE LEARNING

Current building environmental performance assessment is mainly based on the design
"post-evaluation paradigm," which is difficult to influence the optimization of design
solutions. The complexity and time cost of environmental performance simulation in
the early stage of design makes it difficult to introduce environmental performance
evaluation tools in the early decision-making stage. The introduction of machine
learning, however, can accelerate the performance simulation and quickly give
predicted results of environmental simulation in the early design phase when certain
design parameters are uncertain. In this study, an integrated model XGBoost (Extreme
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Gradient Boosting), which is an integrated machine learning algorithm based on
decision trees with Gradient Boost as a framework for the prediction problem of
unstructured data (images, text, etc.), was chosen, and the artificial neural network
outperforms other algorithms or frameworks. However, when dealing with small to
medium-sized structured data or tabular data, decision tree-based algorithms are now
generally considered to be the best. XGBoost can be used for classification and
regression tasks and provides an explanation of the importance of each feature at the
algorithmic level, making it an important algorithm for interpretable machine learning.
In this paper, we will use the three aforementioned approaches to establish a mapping
of dependent variables representing model parameters to light environment metrics and
to interpret the feature importance of the regression model, as well as to derive the
extent to which the model parameters contribute to the indoor light environment. The
main results will be given in section 3.

2.5. GENETIC ALGORITHMS AND MULTI-OBJECTIVE OPTIMIZATION

Wallacei (which includes Wallacei Analytics and Wallacei X) is an evolutionary multi-
objective optimization and analytic engine. The multi-objective optimization algorithm
Wallacei X is advantageous here because it allows selecting one or more optimal
solutions from the machine learning prediction models. This evolutionary solver can
consider several objective functions simultaneously to determine the optimum
solution. In addition, the solver allows the user to store and save arbitrary data for each
iteration of the design.

3. Results and discussion

3.1. TRAINING DATASETS

Light environment simulations were performed on the Rhino/Grasshopper platform
using Ladybug and Honeybee components. The Shanghai epw data was used as the
meteorological data. The initial settings were used in the light environment simulation:
clear sky, sunlight, minimum 500 lux at the height of 0.85 from the floor on the working
plane, occupancy schedule (8-16), sensor grid with a scale of 0.5%0.5 m2, and no
shadows or artificial light. For further simulation of the real climate, more weather
variations are added. Batch simulations were performed using the ladybug fly
component, and simulation results were looped and saved using the pandas to import
into Cpython component. The section of the constructed dataset is shown in Table 3
below.

Table 3. Datasets preparation

dirRad difRad skyType reom_width room_lengh room_height unii_distance  unit_width unit_height unit_angle DLA UDLI_100_2000 DGP

813 144 2 12536189430 7364017132 5178729810 273757 1054070972 1515324367  0.879547 93411429 65717143 0340175
a 64 5 8238017257 12065844960 5938 155484 751331 576496286 2560174995 0803791 74825521 74468750 0247651
596 259 2 12939845085 7767672787 3697 581158 228006 1098021601 1605025623 0728035 80656000 74885333 0297528
13 155 5 8641672913 12469500615 4457 006832 706481 621346015 2649 876252 0652280 55855392 69372549 0238960

m 124 313343500741 8171328443 5216.432506 184.055 1143.772229 1694726880  0.576524 82.997596 75463942 0.299081

R R =
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First, the six model parameter variables and three light environment indicators were
plotted in a bivariate scatter matrix to test whether there was a linear correlation
between the characteristic variables and the response variables, as shown on the left of
Figure 4, from which it was seen that several characteristic variables were significantly
linearly correlated with the response variables, so the Pearson method should be used
for correlation analysis of each variable.

The correlation coefficient between room_length and DLA is -0.85, a negative
correlation. The correlation coefficient between unit_width and DLA is 0.46, a positive
correlation. The correlation coefficients of room width, room height, and
unit_distance with DLI were 0.46, 0.4, and 0.49, respectively, all negatively correlated.
In addition, the correlation coefficient between room_width and DGP is 0.81, which
has a positive correlation. From the above results, it is clear that. Room_ width,
room_length, room height, and unit width have more influence on the light
environment indexes than other parameters, and the direction and degree of influence
on the three light environment indexes are different.

FdieRad S 2 s e 8|2 |82 2 :
ditad| o RS SRS S 1
sotpa | BB | % _|-§ £l |w ¥ a
room width-| L3 % # L] AN o - L 3 <
roomlength~| - | £ | h 4 RN N R W
LGLCUER S S B I | | S ain SIS SV Y |
wdsanat| B F N\ N B |4 e[
SR S SRR e e ol
unit_length™ B B A % BN A LI | ”
oo b FFE LR DL K
unitangle’|_@~ % - W & #F W N & B X
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Figure 4. Bivariate scatter matrix and Pearson correlation coefficient matrix

3.2. XGBOOST MACHINE LEARNING MODEL

Permutation Importance is an algorithm that calculates the importance of model
features. Feature importance refers to how much a feature contributes to the prediction.
Some models, such as XGBoost, LR, decision trees, etc., can calculate feature
importance directly. Assuming that the importance of a feature is to be studied, then
the data in this column is disrupted, the data in the other columns are kept constant, and
then the accuracy of the prediction of the regression loss is observed to change by how
much. The feature importance is determined based on the amount of change, which is
essentially similar to feature sensitivity analysis. The nine model parameters are trained
using the Python language based on the scikit-learn machine learning tool for DLA,
UDI, and DGP using the XGBoost model respectively, and are calculated using the
feature importance function that comes with the model, the outcome is shown in figure
5.
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Figure 5. Feature Importance of prototype 2

With CPython in Grasshopper, the exported machine learning model can be imported
into the Grasshopper platform, the relationship between the variation and light
simulation outcome can be calculated fast and easily to read.
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3.3. GENETIC ALGORITHMS AND MULTI-OBJECTIVE OPTIMIZATION

By running the multi-objective evolutionary simulation for the main design problem,
the setting for generation count is 10; each one contains 20 populations. In total, 200
genotypes with three fitness values per solution were produced. The evaluation of the
multi-objective optimization process commenced with a set of analyses to examine
how the evolutionary simulation addressed the fitness objectives and how successfully
it performed in its entirety. The outcome is shown in figure 7.

4. Conclusions

This study proposes a workflow that uses parametric 3D modeling (Grasshopper), light
environment simulation (Ladybug), and machine learning (XGBoost) modules
combined with Genetic Algorithm (Wallacei X) to optimize and select design cases
from a large number of models corresponding to the light environment in the pre-
design phase of adaptive facade design. The integrated design aims to find suitable
adaptive facade designs that can effectively improve natural light glare in the room and
provide sufficient illumination.

The workflow shows flexibility in the selection of sample evaluation sizes,
especially saving time in the optimization process. This versatility also allows to
analyze the final phenotype and plot the results in a fast way in a user-friendly interface.
The genes and genomes information extracted from the selected phenotypes are then
stored for subsequent replication and evaluation of the environmental targets. This is
an important advantage of the implemented algorithm over other currently available
algorithms that do not allow the storage of informative data.

In addition, using genetic algorithms with machine learning shows high efficiency
for data-driven design towards light environment indicators (DLA, UDLI, and DGP)
optimized. The current workflow allows building a database of different facade
prototypes with machine learning predictive models, saving a significant amount of
simulation time and responding to the climate timely to enhance indoor light comfort.
However, the number of adaptive facade prototypes in this study is insufficient and
could not be real-time visualized. In subsequent studies, the number of model
prototypes will be increased, and a workflow that allows visualization feedback in real-
time will be established. And this study can be extended to analyze different
geographical locations, shapes of structures, and adaptations to specific latitudes and
weather conditions, and further work should be carried out on more assessments.

References

Attia, S., Bilir, S., Safy, T., Struck, C., Loonen, R., & Goia, F. (2018). Current trends and
future challenges in the performance assessment of adaptive fagade systems. Energy and
Buildings, 179, 165—182. https://doi.org/10.1016/j.enbuild.2018.09.017

Boke, J., Knaack, U., & Hemmerling, M. (2019). State-of-the-art of intelligent building
envelopes in the context of intelligent technical systems. Intelligent Buildings
International, 11(1), 27-45.
https://doi.org/10.1080/17508975.2018.1447437

Carlucci, S., Cattarin, G., Causone, F., & Pagliano, L. (2015). Multi-objective optimization of
a nearly zero-energy building based on thermal and visual discomfort minimization


https://doi.org/10.1016/j.enbuild.2018.09.017
https://doi.org/10.1080/17508975.2018.1447437

150 Y.LIETAL.

using a non-dominated sorting genetic algorithm (NSGA-II). Energy and Buildings,
104, 378-394. https://doi.org/10.1016/j.enbuild.2015.06.064

Hosseini, S. M., Mohammadi, M., & Guerra-santin, O. (2019). Interactive kinetic facade:
Improving visual comfort based on dynamic daylight and occupant’s positions by 2D and
3D shape changes. Building and Environment, 165, 106396.
https://doi.org/10.1016/j.buildenv.2019.106396

Loonen, R. C. G. M., Tr¢ka, M., Costola, D., & Hensen, J. L. M. (2013). Climate adaptive
building shells: State-of-the-art and future challenges. Renewable and Sustainable Energy
Reviews, 25, 483—-493. https://doi.org/10.1016/j.rser.2013.04.016

Luna-Navarro, A., Loonen, R., Juaristi, M., Monge-Barrio, A., Attia, S., & Overend, M.
(2020). Occupant-Facade interaction: a review and classification scheme. Building and
Environment, 177(March), 106880. https://doi.org/10.1016/j.buildenv.2020.106880

Michael, A., & Heracleous, C. (2017). Assessment of natural lighting performance and visual
comfort of educational architecture in Southern Europe: The case of typical educational
school premises in Cyprus. Energy and Buildings, 140, 443—457.
https://doi.org/https://doi.org/10.1016/j.enbuild.2016.12.087

Rizi, Rana Abdollahi, and Ahmad Eltaweel. “A User Detective Adaptive Facade towards
Improving Visual and Thermal Comfort.” Journal of Building Engineering, vol. 33, no.
June 2020, Elsevier Ltd, 2021, p. 101554, doi:10.1016/j.jobe.2020.101554.

Shi, X., Abel, T., & Wang, L. (2020). Influence of two motion types on solar transmittance
and daylight performance of dynamic fagades. Solar Energy, 201(March), 561-580.
https://doi.org/10.1016/j.solener.2020.03.017

Tabadkani, Amir, et al. “Integrated Parametric Design of Adaptive Facades for User’s Visual
Comfort.” Automation in Construction,106, 102857. doi:10.1016/j.autcon.2019.102857.


https://doi.org/10.1016/j.enbuild.2015.06.064
https://doi.org/10.1016/j.solener.2020.03.017

REINFORCEMENT LEARNING-BASED GENERATIVE DESIGN
METHODOLOGY FOR KINETIC FACADE

SIDA DAI!, MICHAEL KLEISS?, MOSTAFA ALANI® and
NYOMAN PEBRYANI*

L2Clemson University. 3Aliragia University. *Institut Seni Indonesia
Denpasar.

Isidad@clemson.edu, 0000-0002-5883-381X

2crbh@clemson.edu, 0000-0002-4347-3890
Smostafa.waleed@aliraqia.edu.iq, 0000-0002-7494-8940
‘dewipebryani@isi-dps.ac.id, 0000-0002-4931-7071

Abstract. This paper presents a reinforcement learning (RL) based
design method for kinetic facades to optimize the movement direction
of shading panels. Included with this research is a case study on the
Westin Peachtree Plaza in Atlanta, USA to examine the effectiveness
of the proposed design method in a real-life context. Optimization of
building performance has been given increased attention due to the
significant impact buildings have on energy consumption and carbon
emissions. Further, building performance is closely related to the
“Sustainable Cities and Communities” mentioned in SDGI11. Results
show that the novel design method improved the building performance
by reducing solar radiation and glare and illustrate the potential of RL
in tackling complex design problems in the architectural field.

Keywords. Reinforcement Learning; Kinetic Facade; Generative
Design; Design Methodology; SDG 11.

1. Introduction

With the increasing demand for building energy performance and occupant comfort,
kinetic facades (building facades with kinetic elements) have attracted increased
interest in recent years due to its ability to adapt to the external environment by actively
changing itself. For instance, Al Bahr Tower in Abu Dhabi has a kinetic facade system
that reduces 50% energy consumption for office spaces and 20% for the whole building
(Karanouh and Kerber, 2015).

Many studies show that an optimized control system can improve the performance
of kinetic facades (Loonen et al., 2013; Zhang et al., 2018; Smith and Lasch, 2016).
However, expensive sensors and actuators in control systems significantly increase the
facade cost (Attia et al., 2018). Improving the performance of kinetic facades through

generative design creates higher requirements for the design method (Hosseini et al.,
2019; Mahmoud and Elghazi, 2016).

The rapid development of artificial intelligence provides a new possibility for

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 151-160. © 2022 and
published by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA),
Hong Kong.
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optimizing kinetic facades. In the last 20 years, machine learning achieved considerable
growth as a result of the rapid increase of computing power and the availability of large
data sets (Russell and Norvig, 2016). Based on a reinforcement learning (RL)
algorithm in machine learning, this paper presents a generative design method for
kinetic facades. It improves the facade performance by optimizing the movement
direction of each unit. There are two design objectives in this research: (1) Reducing
the direct solar radiation heat on the building surface; and (2) improving occupants’
visual comfort by reducing glare.

The following sections include the introduction of RL, including its theory,
algorithms, and applications in the architectural field. Then the novel design system
will be described based on the RL framework. A case study on the Westin Peachtree
Plaza in Atlanta, Georgia is included to show a precedent for the design process
alongside an experiment to verify the effectiveness of this design method. The last two
sections discuss the experiment results and the contribution of this research.

2. Reinforcement Learning in Design

2.1. REINFORCEMENT LEARNING

Machine learning algorithms have multiple classes of learning: Supervised,
Unsupervised, Semi-supervised, and Reinforced. The machine learning algorithm used
in this study is RL. Compared with other algorithms, RL increases the efficiency of
solving complex design problems with no training set and model-free algorithms
(Sutton and Barto, 2018). Figure 1 shows the framework of the RL system.

<t

Agent

Reward
Action

State

| Environment <€¢————

Figure 1. Framework of Reinforcement Learning

The two indispensable subjects in this system are agent and environment. The agent
can observe and implement action to the environment. After that, the environment can
change its state based on the agent’s action and give feedback to the agent. The agent
learns how to maximize rewards through continuous interaction with the environment.
In addition, the specific algorithm determines the way the agent leamns from
interactions.

2.2. Q-LEARNING ALGORITHM

The specific algorithm used in this research is Q-learning. Q-learning is a widely used
model-free RL algorithm based on Markov Decision Process (MDP). Model-free
MDP algorithms include Monte-Carlo Learning and Temporal-Difference Learmning.
Q learning uses the Q table to evaluate the pros and cons of different actions in a state.
The learning process of Q-learing is the updating process of the Q table. Based on the
Bellman equation, the updating method of the Q table in this research could be
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described by the following equation:

NewQ(s,a) = (1 — a)Q(s,a) + a[R(s,a) + ymaxQ'(s’,a")] (1)

In this equation, Q(s,a) and New(Q(s,a) represent the current and the updated Q
value. a is the learning rate of the model. A higher learning rate means less impact from
former training. R(s,a) is the reward for taking that action in that state where y
represents the discount rate. maxQ’(s’,a’) is the maximum expected Q value for the
next state. With a lower y value, the agent cares more about the reward in the current
step rather than the expected future rewards.

2.3. APPLICATIONS IN DESIGN

Markov Decision Process (MDP) is the most common model in RL. The future state
of the environment is only related to the present in MDP. It is often necessary to assume
the environment and the agent follow the MDP model when applying RL in the design
field due to the complexity of real-world design issues. The application of RL in the
architectural field mainly focused on intelligent building control strategy and design
generation. For instance, Zhang et al developed a Deep RL-based HVAC control
framework, and the experiment result shows that this system reduces 15% of heating
energy (Zhang et al., 2018). In addition, Smith and Lasch used RL in controlling
adaptive facade systems through an Intelligent Adaptive Control framework (Smith
and Lasch, 2016).

In the direction of design generation, Chang et al developed a design method that
combines RL, parametric object modeling, and multivariate statistical approach to get
better energy performance (Chang et al., 2019). Han et al proposed a design method
for urban blocks combining deep RL and computer vision (Han et al., 2020). This
method could optimize the performance and aesthetics of urban blocks. Additionally,
Veloso and Krishnamurti generated spatial configurations to address specific spatial
goals based on double deep Q-network (DDQN) and dynamic convolutional neural-
network (DCNN) (Veloso and Krishnamurti, 2020).

3. Reinforcement Learning-Based Generative Design Method

3.1. DESIGN SYSTEM

Action:
mControl the | > Evaluation Module mPlot evaluation values
running logic of mPlot reward values
reinforcement mCalculate evaluation \J mVisualize design
learning values in Grasshopper results
mChoose the agent's Agent mConvert the Environment --»| wplot the distribution
action evaluation value into of design results
mChange the AA the reward value mGenerate the model of
environment design results
mReturn feedback to [« : mExport the best design
theagent | > v solution so far
Reward-
State:

Figure 2. Design system framework
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Based on the Agent-Environment framework of RL, this research proposed a design
system as shown in Figure 2. Following the principle of modularity, this design system
could be decomposed into three modules: Learning, Evaluation, and Visualization.

Learning module is the core of the design system and controls the logic of the RL
process. Since the RL algorithm is Q-learning in this research, the learning module
constructs a Q table based on the design issue. Further, the learning module chooses
the agent's action and gives the corresponding feedback to the agent. After that, the
learning module changes the environment based on the agent's actions.

Based on the optimization direction of this design method, the evaluation module
gets the environment info from Python code and then inputs data into Grasshopper to
calculate the reward reference value for corresponding optimization directions. After
that, the evaluation module converts the reference value to the reward value.

The former two modules already form a workable RL system. This design system
also constructed a visualization module to monitor the training process and present the
design results. This module plots the change of evaluation values during the training
process. In addition, this module visualizes the design results and prints the design
solution with the best performance so far. It will help the designer to monitor the
training process and select the final design solution.

3.2. DESIGN PROCESS

Figure 3 shows the detailed design process. Using Westin Peachtree Plaza as an
example, the following sections describe the process from analyzing design
requirements to getting the design solution.

Collecting the Data Defining the Design Problem| Setting the Evaluation Method Constructing and Tuning the
RL Model
Define evaluation method
Built the RL model
Set RL model factors 4—‘

Get project Ratio of shading to
information window

Acceptable

running time?

Get feedback from

X N
the client Tessellation pattern vo Tune the RL model
> Simplify evaluation No
method

Propose design
requirements

No. [ Conlaion
Coefficient test
Set optimization Determine the design
directions variable

Selecting and Refining the Design Results

Result greater
than 0.42

Train the RL model

If the
result reaches
the target?

Pick up the best
—| performance —
solution

Design
outcomes

Adjust the reward
function

Figure 3. Design process of the RL-based design method

Plot design results
distribution
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3.2.1. [Step 1]: Collecting the Data

Figure 4. Project information. (a): Westin Peachtree Plaza (image taken by the author),
(b): Glare in the guest room (image taken by the author), (c): Guest room plan

The first step in this design method is to collect the project information and propose
design requirements. It provides a basis for the following optimization. This example
is based on a guest room in Westin Peachtree Plaza which is oriented 35° west of south.
It can be seen from Figure 4 that this room has a serious glare in the afternoon. So the
design requirements in this example are less solar radiation and glare. Considering the
shading efficiency and daylighting requirements, the kinetic facade system in this
research adopts the operation mode shown in Figure 5.

Kinetic facadémoperation mode —
100 d <
90 \\
Folding angle —————

Foldingangle |

50 —

Folding Angle

Figure 5. Kinetic facade operation mode

3.2.2. [Step 2]: Defining the Design Problem

Considering the variety of design decisions in kinetic facades design, it is hard to make
all the design decisions based on RL. The design method needs to further specify the
design problem for RL. As shown in Figure 6, the designer needs to make decisions
from setting the covering rate of the facade panel to designing the facade pattern.
Considering the form of the overall building and shading efficiency of the kinetic
facade, the designer defines a kinetic facade pattern with a 100% shade to window ratio
and 32 square panels. After that, the design problem in this example is how to
determine the folding direction of each panel.

3.2.3. [Step 3]: Setting the Evaluation Method

Based on optimization directions of reducing the solar radiation and glare, this step
needs to propose a corresponding evaluation method for these two optimization
directions. The evaluation method is the basis of reward calculation, so this step is the
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core step in this design method that bridges the building performance and RL. The
setting of the evaluation method considers not only the accuracy but also the running
time since there are massive calculations in training the RL model. To the consideration
of efficiency and accuracy, this design method divides the time from 8 am to 6 pm on
the summer solstice (since it has the longest daytime in a year) into ten units (each unit
is one hour) and assumes the kinetic facade and solar is static in each time unit, to
reduce the calculation amount.

Shade to window Panel shape Tessellation pattern

2 7

SESS
O

Y

100%

|

(Total number of 432

Design Problem

Figure 6. Design process of the facade pattern

For the solar radiation evaluation, the design method firstly calculates the position
of shading panels in each time unit based on the operation mode and time (shown in
Figure 7). After that, calculate unshaded areas based on the position of the shading
panels. Then, project unshaded areas to the plane that is perpendicular to the solar ray
and calculate the radiation heat based on the Direct Normal Irradiance (DNI) value.

Unshaded Area

Figure 7. Solar radiation evaluation
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For the glare evaluation, there is a widely accepted evaluation method for the glare
in buildings called Daylight Glare Probability (DGP). However, the calculation of
DGP based on simulation (such as using Honeybee plugin) takes a long time in RL
training. Considering that direct sunlight will produce a serious glare in the room, this
design method assumes the volume of sunlight in the room is positively correlated to
the glare issue. To further test the accuracy of using sunlight volume as the glare
evaluation criteria, this research constructed a Pearson Correlation Coefficient test with
solar beam volumes and DGP values. This test was based on 100 randomly generated
facades and the magnitude of the test in this research is 0.53 which means the solar
beam volumes and the DGP values are high-degree correlated.
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Figure 8. Training process of RL model

3.2.4. [Step 4]: Constructing and Tuning the RL Model

This step gathers all the information in the former steps and converts them into a
feasible RL model. It starts from setting the reward calculation equation. This research
uses the following equation to calculate the reward in each step. Sn and Gn are changes
of radiation and glare evaluation values in each step, and d and g are factors of solar
radiation and glare. For example, the reward will only be related to the glare evaluation
value when d is equal to zero. The designer can use these two factors to adjust the
preference of reducing solar radiation and glare in the training process.

R=d*S, + g*G, )

Then, this step sets the critical parameters of the RL model and trains the RL model
after several rounds of tuning. Figure 8 shows the training process of the RL model. It
is worth noting that the agent has more stable performance and is more likely to get
design results with less radiation and glare evaluation value (means better performance
in blocking radiation and glare) with the increasing training rounds.

3.2.5. [Step 5]: Selecting and Refining the Design Results

In 1000 rounds of RL training, the design system generates many design solutions. This
step firstly visualizes the distribution of these design results to provide a reference for
the designer to select the final design result.
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Figure 9. Distribution of design results

By changing the value of d and g in the former equation, the designer can redo the
training and get new design results with the same system. For example, Figure 9 shows
the distribution of design results with different compositions of rewards. A point closer
to the x-axis means better performance in reducing radiation, and a point closer to the
y-axis means better performance in blocking glare. In this example, the designer finally
selected the design result closest to the origin, and Figure 10 shows the corresponding
facade rendering at different times of a day.

) &)

2:00 PM 4:00 PM 6:00 PM

Figure 10. States of the final design result at different times of a day

4. Experiment

To further verify the effectiveness of the RL-based design method, this research
proposed an experiment with more sampling data and higher sampling density. This
experiment is based on the real data of the Westin Peachtree Plaza guest room and the
weather data in Atlanta. The independent variable in this experiment is the kinetic
facade design. The dependent variables include the Direct Solar Radiation and
Daylight Glare Probability (DGP).

This experiment tested the performance of different kinetic facade designs (include
pure horizontal facade, pure vertical facade, RL generated facade, randomly generated
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facade, and the original none shading facade as a base line) in 91 days from 5/7 to 8/5
(summer solstice is the midpoint) with a ten minutes time unit. The calculation of the
solar radiation experiment is based on geometric calculation functions of Grasshopper
in Rhino. In addition, the glare experiment is based on the Honeybee plugin in
Grasshopper. Figure 11 shows the results for the solar radiation experiment and glare
experiment.

Solar radiation experiment for kinetic facade in PeachTree Hotel Glare experiment for kinetic facade in PeachTree Hotel

— Vertical — Vertical
— Horizontal — Horizontal
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Daylight Glare Probability (DGP)

Figure 11. Experiment results for kinetic facades in Westin Peachtree Plaza

5. Discussion

As shown in Figure 12, this study analyzed the distribution of experiment results using
boxplots. Further, it investigated the cumulative experiment results using bar charts. It
is worth noting that the RL generated facade has the best performance in both the solar
radiation and the glare experiment with the hybrid vertical and horizontal panels.
Compared with the pure vertical facade, the RL generated facade reduced the
cumulative solar radiation by 78.3% and the cumulative DGP by 7.1%. In addition, the
RL generated facade reduced the solar radiation by 29.7% and DGP by 5.1% compared
with the pure horizontal facade.

The rule of thumb in designing shading devices is that the horizontal louver is good
at blocking solar radiation and the vertical fin is good at blocking glare, especially in
west orientation. Experiment results show that the pure horizontal kinetic facade
performs well in blocking solar radiation and glare in a Southwest orientation. In
addition, the pure vertical kinetic facade has good performance in blocking glare but is
not so good in blocking solar radiation.
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6. Contribution

The experiment results show that the kinetic facade generated by the novel design
method has better performance than the facades generated by traditional design
methods. Future research will further compare this RL-based design method with
model-based design methods. Changing states to respond to different environments
and design objectives, this method revealed more possibilities for adapting to future
challenges reducing life-cycle carbon emissions.

We assert that this method improves the performance of kinetic facades in early
design stages which could increase the efficiency of buildings with minimal energy
consumption. It will further promote the realization of the "Sustainable Cities and
Communities" described in SDG11. In addition, the design method based on Python
and Grasshopper could reduce the learning curve for designers, which will help the
spread of RL-based design methods. This research expands the field of generative
design but also provides reference and inspiration for the application of RL in design.
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Abstract. Industrial lands are the most vulnerable urban typologies
in areas undergoing urban regeneration. They are considered less
adaptive to integrated residential typologies, and their legacies are
threatened under fast gentrification. The goal of this paper is to explore
a sustainable strategy to address the conflict between urban sprawl and
industrial conservation in Alexandria, Sydney. Through the application
of a sequential evolutionary simulation, the presented research proposes
a potential mixed-use scheme to rejuvenate the existing industrial
district of Alexandria in an integrative manner without necessitating its
destruction. This paper provides a prototype of urban regeneration,
optimised by a multi-objective evolutionary algorithm, that
demonstrates the necessity of industrial integration in the pursuit of true
mixed use urban typologies.

Keywords. Gentrification;  Mixed-use; Urban  Development;
Sequential evolutionary simulation; SDG 9; SDG 10; SDG 11; SDG 12.

1. Introduction

The stresses imposed on existing cities to sustain the demand of population growth is
ever-growing. Where the development of new cities attempts to respond to this
demand; existing cities face unprecedented challenges of accommodating increased
density within a finite space. One such city is Sydney, Australia; with a population
expected to grow by 30% in the next 25 years (Greater Sydney Commission, 2018);
the city’s suburbs are experiencing a continuous cycle of urban regeneration, in which
the old is replaced with the new. Much of this regeneration is through the development
of mid to high-rise apartment towers in place of low density residential and brownfield
sites (Newton et al., 2021). One such brownfield redevelopment area is the suburb of
Alexandria which houses an industrial district that has existed for generations,
historically serving as one of the city’s largest industrial anchors due to its proximity to
the airport and the central business district.

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 161-170. © 2022 and
published by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA),
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Figure 1. Existing Condition Analysis of Alexandria

To support Sydney’s growing population, Alexandria has been identified as a key
area for urban redevelopment, transitioning towards a high-density residential area over
the next 30 years. Inevitably, to meet the demands for residential developments,
Alexandria is threatened from going through a gentrification process, in which the
industrial districts which have existed for the past century are to be erased to pave the
way for new builds. The presented research (academic and industry collaboration)
proposes an alternative urban regeneration strategy for the suburb of Alexandria that
aims to retain the existing industrial district, minimise demolition and redevelopment
within the site, and seek a sustainable way to allow the suburb to support growing
numbers in the population. Additionally, through retaining industrial legacy and
integrating it within urban regeneration, the potential environmental impact (in
response to United Nations Sustainability Development Goals (SDGs)) on urban
growth is significant. The research explores how the retention of industry avoids the
negative impact of transportation times between industry and the community (SDG 9
and SDG 11); the existing location of industry, specifically with relation to the airport
and the CBD, is optimal for maintaining primary transport lines, thus reducing
vehicular carbon emissions (SDG 12); and finally, industry integration allowing for
greater equity through a varied urban demographic (SDG 10).

Through the application of an evolutionary generative process, the paper proposes
an urban growth strategy that maintains the urban structure of the existing and uses it
as a basis for the development of new mixed-use typologies that ‘parasitically’ integrate
within the suburb’s existing morphology. The paper also builds on recent research
(Randall et al., 2020) for the application of sequential evolutionary simulations to
tackle complex design problems consisting of a high number of fitness objectives. The
simulations address issues of network and spatial organisation, followed by the
morphological distribution and relationships of various mixed-use typologies that
leverage the existing urban fabric as the basis for the regeneration strategy.
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2. Background and Context

2.1. IMPACT OF URBAN RE-DEVELOPMENT ON INDUSTRY

Urban re-development has left industrial zones vulnerable to demolition and relocation.
Throughout Europe, space required for urban growth has overwhelmingly consumed
land used for industrial and manufacturing services, creating an increased urban
division between industry and 'mixed use', leading to a decrease in working
opportunities and a negative impact on economic growth. The separation of industry
from the city reduces the benefits from sustainable energy use, waste utilisation,
creation of micro economic local networks and improved synergies by different urban
typologies (Haselsteiner, 2020). Initiatives to integrate Industry within mixed use
development (and thus creating true mixed-use typologies) have resulted in a renewed
understanding of ‘urban production', in which industry plays an integral role within the
urban fabric and not decoupled from it (Cotter, 2012).

2.2. ALEXANDRIA INDUSTRIAL HISTORICAL BACKGROUND

Since the mid-19th century, industrial facilities have considerably contributed to
Sydney’s urban growth and technological advancement. During the 1920s-30s,
Sydney’s thriving industry expanded to the city’s nearby suburbs, including
Alexandria. Due to the cheaper land value, isolation from the population, and close
proximity to the city and recently built Sydney Airport, various manufacturing plants
were concentrated in this suburb. By 1943, more than 500 factories had occupied
Alexandria, the peak for the suburb, with the post-war period marking a boom of
Australia's industrial history. This has shaped Alexandria into a symbol of Australia’s
industrial past; informing the urban fabric through oversized property lots, broad roads
and a multitude of car parks (City of Sydney 2014).

2.3. GENTRIFICATION IN ALEXANDRIA

Given the decline of secondary industry in the 1970s, the former industrial model failed
to adapt to the shifting social pattern in Alexandria. Its industrial urban fabric started to
vanish (Karskens and Rogowsky, 2004). The industrial facilities have since been
suffering an inevitable decline. Meanwhile, the ‘Inner city redevelopment plan’ by the
City of Sydney aims for the major re-development of several inner-city suburbs in
Sydney, one of which is Alexandria, towards high-density residential suburbs over the
next 30 years. As one of the closest suburbs to the Sydney CBD, Alexandria is
experiencing an increasing demand for residential property due to the increase of
Sydney’s urban population. Clover Moore, the Mayor of Sydney as of writing, stated
that “[The] Alexandria industrial site was chosen for its proximity to residential areas
and public transport” (Gorrey, 2018). Thus, the residential area aims to propel local
commercial, cultural, and recreational events. Alexandria‘s overwhelming
gentrification, represented by the swell of land value and the rapidly growing number
of apartments, is threatening the local industrial legacy that has been existing for the
past century.
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2.4. WHY CONSERVE THE INDUSTRIAL LEGACY

According to The Burra Charter (2013), Australian identity and experience can be
illustrated by the place of cultural significance. The local industrial urban fabric is a
record of Alexandria’s history that archives the prosperity of manufacturing in
Australia. Even today, many of those industrial facilities are still indispensable parts to
the city, as they are still contributing to Sydney’s urban services and logistics and
providing a large number of working opportunities. By 2018, industrial land occupied
8% of Sydney however made up 19% of jobs (Hill 2018). Considering the irreplaceable
value and current contribution of those industrial facilities, it is urgent to find a balance
between the local housing demands, urban growth and legacy conservation according
to the “principle of intergenerational equality” (Burra Charter 2013). Inspired by the
ethos of “never demolish” advocated by Lacaton & Vassal, the presented research
examines an alternative architectural solution to conserve Alexandria’s industrial
legacy.

2.5. THE POTENTIAL FOR INDUSTRIAL MIXED-USE

Industrial spaces are usually associated with urban characteristics (noise and pollution)
not conducive to residential spaces. However, according to Howells and Openshaw
(2021), this association has slowly changed through new innovations around
sustainable materials, cleaner emissions and advanced technologies. Furthermore, new
paradigms of what constitutes ‘industrial’ has been rapidly changing in recent years.
Small businesses that support online marketplaces and homemade goods are emerging.
These new aspects of industry are more cohesive with other uses, helping support a
more diverse characteristic of mixed-use developments. This enables the possibility for
a mixed-use development to be utilised as a hybridisation strategy between local
industry and current residential, commercial and cultural demands. Whereas industry
is not typically a component of mixed-use developments, this research suggests an
alternate strategy that allows industry to remain, and be supported by various other uses
to create a truly mixed-use urban fabric. A place that supports social sustainability,
local business, economic growth and the culture of Sydney’s industrial legacy.

3. Method

3.1. EVOLUTIONARY SEQUENTIAL SIMULATIONS

The experiment presented utilises sequential multi-objective evolutionary simulations
using Wallacei X (Makki. 2018). Each simulation examines the site at a different scale
and optimises for various fitness objectives accordingly. The aim of the simulations is
to address the complexity of the site without the need to abstract the formulation of the
design problem, allowing for each simulation to tackle a unique set of fitness functions
at different scales, in which the output of the first simulation (network and plot
divisions) translates as the input for the second simulation (block typology and
programmatic distribution). Additionally, to achieve a better understanding of
Alexandria’s urban network, accessibility and spatial configurations, Space Syntax
theory (Hillier and Hanson, 1984) is integrated within the simulation as both an analytic
and generative tool to better understand the spatial and network distribution of the site,
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as well as develop solutions that respond to integration, choice and centrality.

The pseudo code (Figure 2) presents both evolutionary simulations and their
relationship to one another. Sequence 1 analyses the existing infrastructure of the site
and its surrounding context. In order to minimise demolition and redevelopment within
the site, industrial activities are to be retained through maintaining the industrial
footprint, while introducing infrastructure above the existing built forms. The main
objective of this sequence is to evolve a solution set that minimises interruption to the
existing industrial activity, while maximising pedestrian integration within the existing
circulation. Sequence 02 assigns new built forms above the existing industrial buildings
based on the resulting phenotypes generated by the first sequence. This sequence
analyses the phenotype and each program’s proximity to each other through a thorough
analysis of the relationship of various mixed-use typologies and their impact on one
another.

ASSIGN NEW
PHASE 01 ST SRRSO ONSINGs [P  INFRASTRUCTURE ‘::» ANALYSE THEIR IMPACT !rb— OUTCOME
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Figure 2. Pseudo Code (Evolutionary Workflow Diagram)
4. Experiment Setup

4.1. SEQUENCE 01

4.1.1. Construction of the Superblock and Fitness Objectives

Figure 3 presents the various parameters that contribute to the construction of the
phenotype for sequence 01. Various plots within the site are identified for the
integration of new programmatic functions or parking towers, serving both existing
industry as well as added typologies. The impact of the parking towers on the existing
industrial vehicular circulation is assessed and reconfigured accordingly. Rooftops
with an area above a certain threshold (in this case 1000sq.m) are identified and are
divided and connected via a network of pedestrian paths and bridges. Finally, the
upper-level network is connected to the ground level network through a series of
vertical access points that maximise the integration value of both levels. The fitness
objectives being optimised in the algorithm aim to maximise the integration between
the existing network and the newly added network, while also optimising the
distribution of parking spaces, bridges and pedestrian paths (Figure 4).
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Figure 4. Fitness Objective of Sequence 01

4.2. SEQUENCE 02

4.2.1. Construction of the Superblock and Fitness Objectives

Sequence 02 uses the output from sequence 01 as the base phenotype and deploys
mixed use block typologies that respond to the network generated in the first sequence.
Rooftops are subdivided into building plots based on size and orientation, each one
attributed with a use and associated typology that responds to the typology of its
neighbours. This is informed by various parameters such as building height, proximity
to parking towers and programmatic relationships at multiple scales (Figure 5). The
fitness objectives identified and integrated within the algorithm for this sequence
examine programmatic distribution and its influence on each building block defined in
the urban fabric (Figure 6).
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5. Experiment Results & Selection
5.1. SEQUENCE 01

5.1.1. Results and selection

The algorithm for sequence 01 generated a population of 1000 solutions (generation
size of 20 and generation count of 50). This is primarily due to the large simulation
runtimes resulting from the integration of space syntax analysis methods within the
algorithm. From the 1000 solutions, 116 solutions formed the pareto front (the most
non-dominated solutions in the population) which were selected for further analysis for
the purposes of selection. The pareto front solutions were clustered (using hierarchical
clustering) with a K-value of 9, with each cluster centre analysed against additional
criteria to inform selection. The matrix presented in Figure 07 presents the performance
of each solution against several metrics, including the distribution of parking towers,
bridges, vertical circulation and the integration value of the street network (vehicular
and pedestrian). Through ranking the cluster centres against these metrics, the top 3
performing solutions were selected for further detailed analysis, in which they were
evaluated according to the key objectives of sequence 01, which is to improve the
integration value of pedestrian paths and bridges, as well as minimise the disruption of
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existing vehicular networks. The results identified solution ‘generation 11_individual
17’ as the most optimal against the evaluation criteria utilised (Figure 8). This solution
is extracted as the primary input for sequence 01.

GENERATION 13 | GENERATION:2  GENERATION: 38 GENERATION: 24  GENERATION:9  GENERATION: 28 [ GENERATION: 11] [FENERATION: 35 | GENERATION: 42
SOLUTION: 14 SOLUTION: 1 SOLUTION: 3 SOLUTION: 5 SOLUTION: 5 SOLUTION: 14 SOLUTION: 17 e SoLUTION: B

FITNESS

PHENOTYPE

PARKING TOWER
DISTRIBUTION

SHORT ROAD FROM i
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TOWARD PROGRAM
(AIRPORT, GREEN

SQUARE )

BRIDGE AND IN-
NER PATH DISTRI-

BUTION

STAIR DISTRIBU-
TION(VERTICAL
CIRCULATION)

INTEGRATION
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Figure 7. Simulation Matrix for Sequence 01’ Selection

. /’>>/ //37 K
; S doir il Y i'&:%?
=g j\// ’ r&%& 13

The Amount of Overlap- ~ The areas of coverag-
es:1.3823e+6

= SESES ping: 465
AXONOMETRIC OVERALL ROAD NETWORK WITH PEDESTRIAN INTEGRATION VALUE

Figure 8. Selected Solution from Simulation 01 (Gen. 11 Ind. 17)

The amount of bridges:
308

5.2. SEQUENCE 02

5.2.1. Results and selection

A lower runtime for sequence 02 allowed for a larger population size of 5000 solutions
(generation size of 50 and generation count of 100), generating a pareto front of 172.
A similar clustering approach is also applied in sequence 02 in which the pareto front
is clustered into 16 clusters. Each cluster centre was assessed according to their fitness
values (using a diamond chart) and 4 solutions were selected for further analysis
according to their performance across all objectives. Each of the four solutions is
analysed against additional metrics focusing on programmatic distribution and
relationships, in which the proximity of different program types is assessed and
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evaluated according to the degree of mixed-use typologies within each block. The
results from the analysis are presented in Figure 9. The selected solution that most
optimally met the programmatic requirements and relationships of the space was
‘generation 82 _individual 04’ (Figures 10 and 11).

Figure 10. Existing Section (Top) and New Section (Down)

6. Conclusions/Discussions/Future Work

Figure 11. Final Axonometric (left) and Renders (right) of the Proposal.

The mix-use strategy presented above examines the potential advantages for
integrating industry as part of mixed use urban fabrics. In suburbs such as Alexandria,
where industry holds a historical significance, its integration within urban
redevelopment initiatives is imperative to the retention of historical urban value. The
presented experiment illustrates the potential integration of industry within the urban
fabric through a multi-level urban model, in which industry is retained on ground level,
while new urban development is integrated on upper levels, maintaining network and
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spatial relationships between the activities taking place between the two. The use of
sequential evolutionary simulations avoids the necessity to simplify the design
problem, allowing each sequence to tackle different scales and typologies (network in
one and block in another). However, as the process is sequential, the decisions and
results applied in the first sequence holds greater significance to the results of the
second sequence, as such great attention must be given to the formulation of the
phenotype and chromosomes of the first sequence.

Future work that addresses various aspects of demographic structure and social
relationships is required. Moreover, the growth and future adaptation of the
redeveloped superblock is critical; questions that address the temporal scale of
integrating industry with mixed use development, and its impact on growth patterns,
requires further interrogation.

References

City of Sydney. (2014). Industrial and warehouse buildings heritage study [Ebook] (pp. 22-
24). Retrieved 20 November 2021, from https://www.cityofsydney.nsw.gov.au/heritage-
guidelines-studies/industrial-sydney-industrial-warehouse-buildings-heritage-study.

City of Sydney. (2020). City Plan 2036 [Ebook] (pp. 11-74). Retrieved 12 December 2021,
from https://www.cityofsydney.nsw.gov.au/planning-for-the-future.

Cotter, D. (2012). Putting Atlanta back to work: Integrating light industry into mixed-use
urban development. Atlanta, Georgia: Georgia Tech Enterprise Innovation Institute.

Gorrey, M. (2018). Sydney's next late-night hot spot: Alexandria . Smh.com.au. Retrieved 17
November 2021, from https://www.smh.com.au/national/nsw/smash-repairers-and-gyms-
is-this-sydney-s-next-late-night-hotspot-20181106-p50ebt.html.

Greater Sydney Commission. (2018). A Metropolis of Three Cities-connecting
people [Ebook] (pp. 1-29). Retrieved 12 December 2021,
from https://www.planning.nsw.gov.au/Plans-for-your-area/A-Metropolis-of-Three-Cities

Haselsteiner, E., Grob, L. M., Frey, H., Madner, V., Laa, B., & Schwaigerlehner, K. (2020).
The Vertical Urban Factory as a Concept for Mixed Use in Future Cities. Shaping Urban
Change—Livable City Regions for the 21st Century, Proceedings of the REAL CORP.

Hillier, B., & Hanson, J. (1984). The Social Logic of Space. Cambridge University Press.

Hill, S. (2018). Why Sydney needs to keep its sheds and industrial lands. The Fifth Estate.
Retrieved 7 December 2021, from https://thefifthestate.com.au/columns/spinifex/why-
sydney-needs-to-keep-its-sheds-and-industrial-lands/.

Howells, J., & Openshaw, G. (2021). Why mixing residential and light industrial is good for
our cities, AECOM. Retrieved 12 December 2021, from https://aecom.com/without-
limits/article/why-mixing-residential-and-light-industrial-is-good-for-our-cities/.

ICOMOS Australia. (2013). Burra Charter (4th ed., pp.3).

Karskens, G., & Rogowsky, M. (2004). Histories of Green Square. UNSW Printing

Makki, M., Showkatbakhsh, M. and Song, Y. (2018), Wallacei: An evolutionary and Analytic

Engine for Grasshopper 3D, Wallacei, www.wallacei.com

Newton, P., Newman, P., Glackin, S., & Thomson, G. (2021). Greening the Greyfields New
Models for Regenerating the Middle Suburbs of Low-Density Cities (pp.1-49). Palgrave
macmillan.

Randall, M., Kordrostami, T., & Makki, M. (2020). The Taikoo Shing Superblock:
Addressing urban stresses through sequential evolutionary simulations. In 25tk
International Conference on Computer-Aided Architectural Design Research in Asia: RE:
Anthropocene, Design in the Age of Humans, CAADRIA 2020 (pp. 415-424). The
Association for Computer-Aided Architectural Design Research in Asia (CAADRIA).


https://www.cityofsydney.nsw.gov.au/heritage-guidelines-studies/industrial-sydney-industrial-warehouse-buildings-heritage-study
https://www.cityofsydney.nsw.gov.au/heritage-guidelines-studies/industrial-sydney-industrial-warehouse-buildings-heritage-study
https://www.google.com/url?q=https://www.cityofsydney.nsw.gov.au/planning-for-the-future&sa=D&source=docs&ust=1639358889590000&usg=AOvVaw3TTeQjUfuwhgcenwQzf2a_
https://www.smh.com.au/national/nsw/smash-repairers-and-gyms-is-this-sydney-s-next-late-night-hotspot-20181106-p50ebt.html
https://www.smh.com.au/national/nsw/smash-repairers-and-gyms-is-this-sydney-s-next-late-night-hotspot-20181106-p50ebt.html
https://thefifthestate.com.au/columns/spinifex/why-sydney-needs-to-keep-its-sheds-and-industrial-lands/
https://thefifthestate.com.au/columns/spinifex/why-sydney-needs-to-keep-its-sheds-and-industrial-lands/
https://aecom.com/without-limits/article/why-mixing-residential-and-light-industrial-is-good-for-our-cities/
https://aecom.com/without-limits/article/why-mixing-residential-and-light-industrial-is-good-for-our-cities/

A GENERATIVE DESIGN APPROACH TO URBAN SUSTAINABILITY
RATING SYSTEMS DURING EARLY-STAGE PLANNING

OR MOSCOVITZ' and SHANY BARATH?

L2Technion, Israel Institute of Technology.
lor.moscovitz@campus.technion.ac.il, 0000-0001-7262-7302
’barathshany@technion.ac.il, 0000-0003-0776-7389

Abstract. Sustainability rating systems (SRS) aim to guide decision-
makers in the planning process by defining clear guidelines and metrics.
Nowadays, this process usually requires further tasks and the
involvement of multiple professional advisors that eventually increase
planning complexity and lead to lower SRS implementation. In this
paper, we explore generative urban models and multi-objective
optimization of SRS metrics to potentially enhance SRS use in planning
processes. Furthermore, we apply this framework to a case study that
has not reached its SRS planning goals due to contradicting trade-offs
between municipal and stakeholder objectives. The urban model
reflects the stakeholder design requirements and constraints such as the
desired floor area ratio (FAR), building types, and units’ number while
the SRS metrics act as optimization goals. As part of the process, we
automate quantitative indicators from Israel SRS ‘360 Neighbourhood’
to use them as optimization goals and to analyse their correlation and
trade-offs. Through this process, we enable a generative exploration of
high-performing design iterations relative to a chosen set of SRS goals.
Such a framework can enhance the integration of verified sustainability
goals in the planning process, thus informing the stakeholders of their
decision trade-off’s concerning SRS indicators in urban development.

Keywords. Sustainability Rating Systems; Generative Design; Multi-
objective optimization; Urban Modelling and Simulation; SDG 11.

1. Introduction

Urban development is becoming increasingly complex and demanding concerning
rapid urbanization. Increased building activity is needed to meet the demands of
anticipated population growth, adding significantly to the existing challenges of
achieving sustainable urban environments. Sustainability rating systems (SRS) play a
critical role in meeting these challenges and achieving UN sustainable development
goals for sustainable cities and communities. This paper investigates computational
optimization techniques to enhance SRS use, therefore, increasing positive impact on
sustainability. Sustainability rating tools primarily serve for the evaluation of buildings.
The rapid growth of cities and the challenge to assess the built urban environment
conceming sustainability benchmarks have focused research on developing tools and

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 171-180. © 2022 and
published by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA),
Hong Kong.
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assessment frameworks for urban design (Smith et al., 2016). Various methods and
tools emerged in the search for a sustainable city that allows projects to display their
environmental, economic, and social benefits to the local community in different
planning stages of their development processes. These tools consist of frameworks
with several indicators grouped into categories. While assessing and ranking the
sustainability of urban developments, the tools also guide and encourage the design of
sustainable informed, and high-performing communities throughout the planning
process (Castanheira et al., 2014). The most established urban assessment methods are
LEED-ND, BREEAM, CASBEE, and Green Star (Aspinall et al., 2012). Currently,
SRS aims to help decision-makers in the planning process by defining clear
benchmarks and guidelines. Yet, they also add further tasks, planning time, and the
need to involve multiple professional advisors that eventually increase planning
complexity and lead to lower SRS implementation (Y offe et al., 2020).

Furthermore, During the planning process, sustainable, economic and social goals
often contradict, and planning a scenario that demonstrates good trade-offs between
those goals is challenging (Nagy et al., 2018). SRS metrics are built from both
qualitative indicators and quantitative indicators. While qualitative indicators can be
part of an administrative process or rely on expert knowledge, the quantitative
indicators are analysed as numerical equations and can potentially be automated. SRS
automation may save manual effort, time, and resources. In addition, it allows the
integration of SRS in a generative design process as optimization goals using multi-
objective optimization (MOQ). Integrating LEED indicators in a generative process
has been explored in the building scale (McGlashan et al., 2021). We expand the
research to an urban scale that integrates municipal constraints with SRS goals. The
proposed workflow can contribute to the framework of SRS due to its immediate and
responsive qualities. It allows stakeholders to understand each design decision
consequence, thereby enhancing informed decisions throughout urban planning
evaluation, thus increasing process productivity. Another gap being addressed
concems the local SRS in Israel 360 Neighbourhood' in which each indicator is
currently evaluated separately with no formal correlation. Here, we explore indicators
correlation, revealing their relationships in the planning process and whether they
contradict or support planning requirements. The proposed computational workflow
allows the exploration of multiple iterations through high-performing design solutions
relative to a chosen set of SRS goals. Applying such workflows at an urban scale
enhances the integration of verified sustainability goals in the planning process and its
potential correlation with the multiple stakeholders involved in the planning process.

1.1. RELATED WORK

Recent advancements in the tools available for designers pose new opportunities for
measuring urban design performance. Furthermore, the increasing availability of tools
and the reduction of computation time needed for analysis make performance
indicators suitable for an optimization process that takes heavy computation resources
(Natanian and Auer, 2020). Multiple procedural modeling techniques have been
explored to assist urban design while saving time and resources (Koenig et al., 2019,
Schmitt et al., 2008). Moreover, such models can be integrated with a MOO process to
benefit urban design, using multiple inputs and metrics, showing correlation and
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analysis of the design (Wilson et al., 2019). In urban design practice, such processes
have been examined, optimizing a multi-block cluster for profitability and solar energy
generation while maintaining developers' requirements and design constraints (Nagy
et al., 2018). Design optimization research has introduced the RBFMOpt algorithm, a
novel optimizer that includes a learning algorithm that constructs surrogate models as
it runs to predict simulation results (Wortmann & Fischer, 2020). At the same time,
integrated computational frameworks are explored to measure urban sustainability,
using machine learning predictions integrating social, environmental, and economic
metrics (Koenig et al., 2021). However, Not much research has integrated urban
certification sustainability systems as part of a generative framework . In landscape
design, a workflow for evaluating the performance of urban landscape ecological
indicators in line with sustainability rating systems has been developed. The study uses
Grasshopper and Python to translate the criteria into quantitative spatial metrics and
demonstrate optimized biomass measurement (Yoffe et al., 2020). At the building
scale, McGlashen also automates several metrics from SRS within a design framework
and demonstrates how various goals and trade-offs can be optimized by a generative
design procedure that seeks to improve certification scores and reveal indicators'
relationships (McGlashen et al., 2021). In this context, it is our aim to develop such
implementation of SRS within a generative design system at an urban scale.

2. Methodology

This paper describes the application of automated SRS indicators as part of a multi-
objective methodology at an urban scale. A case study was selected for an urban
renewal project on an existing 24,000 sqm area in Holon, Israel. The project requires
an expansion from 276 residential units to 1000 units and a public school of 6500
sqm.The project was in an early-stage test-fit, having two early plans made. Together
with the developer, we examined possibilities to integrate the SRS indicators score
while maintaining the profitability and design principles of the existing plan as defined
by the developer. First, we developed a design space that could yield different design
scenarios that correspond to the municipal constraints of the planning context and
answer the developer's requirements. The second stage automated the SRS indicators
and evaluated each design option's sustainability and profitability performance relative
to the project's goals. The third phase employs the SRS metrics used as objective goals
during an optimization process.

2.1 THE DESIGN SPACE MODEL

A procedural model was created to generate a broad
mixture of design options based on input parameters and
variables that consider the constraints and requirements
of the project. The program constraints define rules
determined by local municipality regulations, while
program requirements are the project's programmatic
goals. The chosen case study featured a program that
required a thousand residential units adjusted in three

Figure 1. Previous site plan
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different building typologies: three to five towers and row or 'L' type low buildings.
Program constraints included a predefined site boundary, a maximum height of forty
floors for towers and nine floors for low buildings, a defined density and floor area
ratio (FAR) of 5.6 and an addition of 6500 sqm for a public-school area. Finally, we
evaluated the developers' previous plans (Figure 1) and integrated the design guidelines
and typologies in our procedural model.

2.2. PROCEDURAL GEOMETRY GENERATION PROCESS

The procedural model parameters are based on
dependant relationships and rules. The project brief

Parameters list

which outlines design constraints and municipal | Manualsettings | Dynamic variables

requirements ]'_nforms the Selection Of the Number of towers Street network

parameters‘ Some parameters are deﬁne d by the Row building max. Floor | Public area location

. . . . “loor area ratio (F ower locatio
designer as manual settings, while others functionas [ T over e

Public area sqm Plot length

dynamic variables and constantly change during the

Avg, floor height Building types

optimization process (Figure 2). Rhinoceros 3D and 5oz

various parametric plug-in's in the grasshopper |[Buiingsctaks

environment are used as they allow this kind of  [aptienen

urban procedural modeling and provide many | Buldines Setbacks

capabilities in urban design. (Koenig et al., 2019). Figure 2. Parameter's list

2.2.1 Site boundary, Street network and public-school area

The site boundary line (see fig.3a) is set as the basis for the model a nd does not change
during the process. According to the design principles, ten possible street networks and
public-school location scenarios are planned and stored as a list, later to be employed
as variables in the optimization process. Each street width is defined depending on its
location and length, eventually splitting the boundary into blocks (Figure 3b).

2.2.2. Block subdivision to plots by length

The blocks are subdivided into lots according to their length by applying the Decoding
Spaces tool kit (Koenig, 2017). Using the length as a variable enables the generation
of multiple lots in various sizes at each iteration (Figure 3c).

2.2.3. Subdivision of building typologies and apartments

Building typologies are defined in advance with stakeholders to include desired formal
characteristics appropriate to the project. Both building and apartments are defined by
their front length and depth and are manually set according to the typology design
(Figure 3d). For this case study, two types of low-rise row buildings and two types of
high rises buildings are defined.
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2.2.4. Building's volume

Building height is an outcome of the desired density calculated as FAR and their
typology coverage (Figure 3e). Each plot sqm is divided by the FAR value, which gives
the number of the approximate floor for each building. Due to the nature of the design
problem in this case study, low buildings height parameters derive from the manual
setting parameters while the high-rise height compensate the missing floors to reach
the desired FAR.

a b c d e

Figure 3. The urban procedural model generation stages

2.3 SRS INDICATORS AUTOMATION

In the local context of this research, we use indicator description, metrics and relative
scoring from the analog Israeli evaluation tool for urban design and sustainability, *360
° neighborhood' (ILGBC, 2019). For this case study we selected to automate five
indicators based on their potential conflict with the planning requirements and their
dependency on urban form (Figure 4). Moreover, the *360° neighborhood' indicator
descriptions enables to categorize them by the three sustainability pillars: social,
environmental, and economic (Koenig et al., 2021). While the social and
environmental are from the SRS metric, the economic metric derives from the
developer's programmatic requirements. For example, we aim to achieve the required
density while preserving the needed "building sun rights" or achieving the developer-
required towers while standing at the "affordable housing™ apartments from tower
percentage requirements. Later in the process, indicators are evaluated separately and
act as objectives for the MOO process.

SRS Indicators list

Indicators | Affordable Density Walkable Streets(WS) Buildings Sun | Housing Mix(HM)
Housing(4H) Rights (BSR)

Value a. Less than a. Sunits | a. Less than Sm b. 80% & a. 4 hours sun | a. 25% of small b.75%

threshold | 20% of units | per 1000 | Front setback more of 1:1.5 | exposure in apartments and three types
from towers sqm 55%10 70% =2 | building street | 50% roofs the average unit is | apartments

70% & more =3 | ratio surface less than 100 sqm
Score 1 5 2-3 1 1 1 2

Figure 4. Table of the SRS chosen indicators, their value threshold and score.

2.3.1 "Affordable housing " (AH) I point

" Affordable housing " attempts to ensure residential units within the neighborhood that
are accessible to the entire population. This metric requires that the percentage of units
from 'high-rises' does not exceed 20% of the total housing units, as ’360° neighborhood'
considers them less affordable.
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2.3.2 "Density" - 1- 5 point

"Density" promotes liveability, walkability, and transportation efficiency, reducing
distance travelled (Koenig et al., 2021). In *360° neighborhood' density calculations
include all planned and existing buildings within the project boundary. First, the project
will be at least one and a half times larger than the minimum residential density
requirements. The second requirement demands that any residential area be at a density
of five dwelling units per thousand sqm, and above ten for maximum points.

2.3.3 “Walkable streets” (WS) 1-4 points.

“Walkable streets” promotes walking by providing safe, appealing, and comfortable
street environments. It requires at least 55% of the block length to have a facade setback
less than 5m (Figure 5). and a minimum front fagade to a front plot ratio of 5.5:10 or
more than 7:10. Furthermore, it requires at least 80% of all the blocks length within the
project to have a minimum building-height-to-street-centreline ratio of 1:1.5 (Figure 6)

Figure 5. Setback requirement diagram Figure 6. building-height-to-street-ratio
from '360° neighborhood’ diagram from '360° neighborhood'

2.3.4 "Buildings Sun right"(BSR) I point

"Buildings Sun rights" refers to channelling solar

radiation to illuminate buildings and generate

renewable energy. It requires that at least 90% of o .
the buildings' roofs have 50% surface with four ﬁ‘j
hours sun exposure time between 09:00-15:00 « "z >3], )
(Figure 7). The solar radiation studies were carried ¢ :‘ ’:;' & Ny
out using the plug-in Ladybug within ';’("l' P : iy
Grasshopper. : L) NI

Figure 7. BSR, sun radiation analysis

2.3.5 “Housing mix” (HM)2-3 points

“Housing mix” includes apartments of different sizes and allows for a choice of
accommodation from different socio-economic backgrounds and needs of populations.
It requires that the average housing unit size in the project be up to 100 sqm, and at
least 25% of the housing units will be small apartments 30 - 80sqm. The second
requirement demands that at least 75% of the buildings in the project will include
apartments of at least three different sizes, while one of the sizes must be small.
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2.4 MULTI OBJECTIVE OPTIMIZATION

Whether architectural problems are well composed as MOO remains a discussion in
architectural design optimization research. However, MOOs are recommended when
necessary to understand trade-offs between conflicting objectives (Wortmann &
Fischer, 2020). The algorithm we used in this study is the Radial Basis Function Multi-
Objective Optimization (RBFMOpt) inside the "Opossum" plug-in for grasshopper.
RBFMOpt is a novel, machine learning-related MOO algorithm that potentially is
more efficient than evolutionary MOO algorithms like NSGA-II and HypE, popular
MOO algorithms in design communities (Wortmann, 2017). The optimization trial
consisted of 1000 iterations resulting in 128 possible solutions (figure 8) with an above-
average SRS ranking. The optimization objectives are maximizing each indicator's
points score. This way, the different points perform as weight in the optimization
process.
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Figure 8. Possible scenarios, their SRS ranking and score. Full green dot - full indicator score,
Dashed line - partial score and white dot - zero score.

3. Simulation Result and Analysis

Given that SRS has a holistic approach, and each indicator potentially can affect the
optimization result, all indicators should be integrated to comprehend their behavior
during the optimization process. However, the simulation aimed to test the integration
of the SRS scores in a multi-objective optimization process and resulted in several
behaviors indicating the experiment's success in our case study. Initially, we selected
the high-ranking scenarios, compared them, and examined the relationship between
their design qualities and the potential trade-off. This process highlighted recurrent
patterns in several designs that can potentially become discussion topics in the planning
process. For example, achieving the "Affordable housing " point was rare due to its
conflict with the developer requirement of multiple towers. In our analysis, this was
mitigated through the location of the public open space, which demonstrated its
importance to the developer. Second, we produced a Spearman correlation matrix
(figure 9) to understand the relationships between each SRS indicator to confirm our
hypotheses. Moreover, the correlation matrix gave us a deeper understanding of the
results as it is challenging to understand when the indicator influence comes from its
given weight or its conflicting nature with the project's constraints and requirements.
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As density plays a critical value in urban planning, we chose to use the FAR as an
input rather than a goal in the optimization. The outcome of this choice is that all
iterations answer SRS required density and the developer FAR requirements.
Moreover, this makes the optimizing process clearer than using building floor numbers
as input and FAR as an optimization objective. We used Spearman Rs value to show
positive (blue) and negative (red) correlation, while the circle size shows if the
correlation is strong, moderate, or weak. "Buildings Sun right" has a moderate
correlation with the tower height resulting in returning solutions of public area located
in the south of the plan and towers in the north part of the plan, possibly due to the
shadow of towers affecting the solar radiation. "Walkable streets" has a moderate
positive correlation with "Affordable housing" and negative on solar radiation on
rooftops. Building height correlated positively with one "Housing mix" requirement
and negatively with the other. Considering the requirement context, we assumed our
tower typologies contained many large apartments and should be changed in future
iterations. Also, some possible outcomes received identical SRS point score from
different indicators prioritisation. This helps determine the influence of each indicator
on the design and can be discussed in the planning process with the multiple
stakeholders (Figure 10).
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Figure 9. Spearman Rs values Figure 10. Design outcomes with the same SRS score
Correlation matrix prioritising different indicators. 9a AH, 9b BSR

4. Discussion and future work

There are significant challenges concerning the integration of generative models with
SRS. First, the design space of the model cannot be unbiased or completely variable
(Wilson et al., 2019, Nagy, 2018). While a more flexible model can generate unplanned
scenarios, creating high-performing solutions requires more objectives and
constraints. On the other hand, a less flexible and well-defined model will generate
achievable solutions, but it could exclude possibilities desirable to some stockholders.
As SRS metrics perform as guidelines in the planning process, they should be defined
more as thresholds within the planning goals of the optimizing process. Therefore, one
of the challenges is creating a well-structured design space to guide a successful
generative process. Nonetheless, the simulation results have shown that automating
SRS indicators can guide a procedural model and reveal relevant sustainable and
economically scenarios for advising decision-makers. While saving planning time and
manual work, this framework can lead to a higher SRS implementation in stages of
early urban planning, therefore, potentially increasing positive impact on sustainability.
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As described in the previous chapters, in this case study we selected to automate 5 out
of 19 quantitative indicators from the local *360° neighborhood' SRS, selecting the
indicators that are conflicting with the project requirement and related to urban form.
Integrating only part of SRS indicators in this process is not ideal given the holistic
approach of SRS. Based on our initial results, we assume that with further
developments most SRS indicators within *360° neighborhood' could be automated
and integrated into the computational framework described in this paper. However,
further study will examine how this affects the optimization process, results readability,
and iterations number required to reach optimal solutions. The simulation results
established conclusions concerning our case study and the success of this process.
Nevertheless, further evaluation is required to establish insights on both '360°
neighborhood' and possibly other SRSs. Comparing indicators from numerous SRSs
in a similar generative process could reveal correlated differences and relations.

5. Conclusion

This paper presented the integration of SRS's indicators in a generative design
workflow at an urban scale through the case study of an urban renewal project in Israel.
The proposed computational workflow allows the exploration of multiple iterations
through high-performing design solutions relative to a chosen set of SRS goals. By
applying such workflows on an urban scale, we enhance the integration of verified
sustainability goals in the planning process and its potential correlation with the
multiple stakeholders involved. A notable advantage of the framework is that it can act
as a 'discussion table' in planning meetings for the evaluation of existing and future
planning scenarios that are inclusive to multiple stakeholders and are driven and
informed by verified sustainability rating systems. Future steps should examine further
case studies and address municipal challenges concerning SRS implantation through
the proposed framework within current planning processes. Generative design tools are
currently transforming the designer's role from designing through plans to creating
design spaces that can be explored and optimized by computational systems.
Therefore, we believe that the integration of automated verified sustainability
indicators within a generative process can be used as a platform to enhance future
sustainability in a multi-stakeholder urban planning process.
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Abstract. The impact of urban renewal, specifically in countries
experiencing rapid urbanisation due to population growth, has resulted
in the erasure of urban culture and heritage in favour of repetitive
homogeneity that has been synonymous with 20th century modernist
planning models. One such region experiencing this rapid urban
renewal is the Guangzhou region in southern China. The presented
experiments examine Xian Village in Guangzhou, a culturally rich
urban tissue currently experiencing redevelopment, and proposes an
alternative model for urban renewal, employing a bottom-up approach
to urban growth through the use of a multi-objective evolutionary
model; presenting a model that integrates historic and existing urban
characteristics adapted to future development plans.

Keywords. China, Guangzhou; Xian Village; Village in the City;
Urban Renewal; Cultural and Heritage Preservation; Multi-Objective
Evolutionary Algorithm (MOEA); SDG 10; SDG 11; SDG 13.

1. Introduction

The complexity of urban form, coupled with a rapidly changing climate and an
exponentially growing population, has highlighted the demand of understanding this
complexity through bottom-up approaches rather than top-down systems (Batty,
2008), in which the rationalisation of the urban fabric is achieved through local rules
in favour of global order (Weinstock, 2010). Culture and heritage plays a vital role
when examining this urban complexity, a relationship discussed by many throughout
the 20th century; from Gustavo Giovannoni, who equated the value of urban heritage
to that of urban development (Giovannoni, 1913), to Patrick Geddes, who emphasised
the understanding of the city in both its growth and life (Geddes, 1915), to Lewis
Mumford, who emphasised the relationship between people and the city (Mumford,
1935), and to Jane Jacobs, who was one of the first voices against the ‘city as a
machine’ (Jacobs, 1961). However, environmental changes, specifically related to
population growth in countries experiencing rapid urbanisation (e.g. China, India and
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South Africa), have led to a growing pattern of ‘cultural erasure’ and ‘urban
replacement’ throughout the 21st century (Kiruthiga and Thirumaran, 2019). Cities that
can no longer ‘adapt’ to environmental stresses often prompt the demand to rebuild,
erasing the old and replacing it with what is deemed suitable for near future. In doing
so, the historical significance of culture and heritage of the existing is discarded.

This paper examines these phenomena by reimagining Xian Village, a “village in
the city’ in China undergoing this culture erasure, through the design of an urban tissue
that retains the urban characteristics of the existing village yet integrates it to the
surrounding city currently experiencing rapid urban renewal. In addition, the presented
experiment examines three UN SDGs; firstly, addressing the inequality between the
inhabitants of Xian village and those surrounding it (SDG 10); secondly, through a
more sustainable approach to urban living by integrating design goals that support the
end users of the city, with a primary focus on pedestrian activities (SDG 11); and
finally, climate response through utilising environmental and climatic design goals and
analytic criteria as primary drivers in the conducted experiment (SDG 13).

2. Research and Background

2.1. ERASURE OF CULTURE IN FAVOUR OF NEW DEVELOPMENT

In China, especially the southern regions, rapid urbanisation has created a phenomenon
called “village in the city’ (ViC). They are formed when villages located in the suburbs
are surrounded by rapid urban redevelopment, frequently transformed into small
pockets of under-developed superblocks (Liu, 2019). These ViCs are infamous for
their dense, compact and oftentimes illegal structures due to population demands. They
are regarded by some as “an obstacle to the transformation of a modern metropolis, an
eyesore in a well-planned city” and are slowly being demolished and re-developed
(Nanfang Daily, 2000). In the last two decades, many ViCs in the Guangzhou region
have experienced redevelopment, in which heritage-rich urban fabrics have been
replaced by modernist urban models. One such example is ‘Xian Village’; an urban
tissue that represents the struggle between a decentralised, bottom-up urban fabric
failing to adapt to the speed of growth and demands of urbanisation, inevitably leading
to its destruction in favour of top-down, centralised urban form.

2.2. XIAN VILLAGE

Xian Village, settled over 800 years ago, is one of the remaining ViCs in the
Guangzhou region, and thus a critical urban tissue to examine. Analysis into the village
is presented through two scales, the macro (i.e. the relationship of the village to its
surrounding context), and the micro (i.e. the inner workings of the village itself). In the
macro scale, the rapid urbanisation of the city around Xian village has generated
various challenges. The village is surrounded by 4 arterial highways with only 2
pedestrian walkways, cutting off accessibility to the village and limiting pedestrian
movement between the village and the surrounding blocks (Figure 1). The contrast
between the building typologies of the village and the surrounding blocks is vast,
revealing a high disparity of density and functionality within the urban form (Figure
1). Most importantly, the village represents centuries of cultural and historical value, a
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trait not retained by the surrounding context. In the micro scale, Space Syntax centrality
analysis (Hillier and Hanson, 1984) of the village reveals that despite the seemingly
chaotic streetscape, most of the paths were well utilised by the village’s inhabitants.
The majority of the inner streets are pedestrian-only streets due to their width, with
commercial shops and street vendors located on either side and cantilevering residential
buildings overhead, limiting the skyview factor from street level. The narrowness of
the network creates fire and safety risks, as well as minimal sun exposure to the street.
The building typologies within the village, primarily a result of increasing population
numbers, allowed for increased levels of interaction between the inhabitants (Figure

).

Figure 1. Xian Village typology and network analysis

Throughout the village, there are two primary urban typologies that hold significant
value to the inhabitants; ancestral halls and local markets. Regarding the former, there
are 5 ancestral halls located within the village, these are Chinese traditional ceremonial
halls where ancestors are worshipped and serve as the cultural focal point of the village.
Regarding the latter, markets are one of the lifelines of the village and play a vital role
in its urban heritage. However, the lack of usable space within the village forced
vendors to occupy the streets regardless of the availability of a storefront, resulting in
a lack of regulation throughout the village.

3. Method

Construction Wallacei . FirstFiltration  Second Filtration
of Phenotypes

" DesignProblem [* ofPhenotype . [ of Phenotypes

. FinalSelection

Figure 2. Pseudo Code (workflow methodology)
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The presented experiment utilises a Multi-Objective Evolutionary Algorithm (MOEA)
to generate an urban superblock that addresses Xian Village’s high population density,
while maintaining its existing cultural elements, heritage buildings and the connectivity
between the residents as a community. The experiment is presented through 4 key
stages (Figure 2); formulation of the design problem, in which the chromosomes,
fitness objectives and phenotype are developed; running the MOEA and debugging
(requiring several rounds of reformulation); analysis of the results outputted by the
algorithm; and finally, analysis of the selected solution.

4. Experiment Setup

4.1. CONSTRUCTING THE PHENOTYPE

The phenotype is a reconstruction of the Xian Village superblock, with an emphasis on
various characteristics such as cultural heritage, population density, building
typologies, street network and site context. To retain the existing features within the
superblock and adopt new urban features, the construction of the phenotype is divided
into four key stages: Identifying podiums, towers, buildings and bridges.

The phenotype sits within the existing site boundaries (560mx440m), which is
divided into a 15m by 11m grid, mimicking Xian Village’s original scale. The
parameters (chromosomes) defining the phenotype’s morphology, and controlled by
the algorithm to create variation, are the following (Figure 04): The size of each cell in
the grid (by manipulating the corner points of each cell in the X and Y); the size and
location of podiums (by clustering cells together); location of towers and their rotation
in response to the ancestral halls; height of buildings on the podiums; size, orientation
and shape of ground level buildings (cells are divided, rotated and merged); defining
street network (by identifying routes between ancestral halls); location and size of lakes
(according to proximity to ancestral halls); heights of ground level buildings according
to relationship to ancestral halls; location of bridges between podiums, as well as
between towers to each other, and towers to the context (i.e. the site outside the village).

L el { e, e /8 i i L o y
5 s é 5% s 1 < - 4 | 5 f.ks 4

Figure 3. Phenotype Construction Process



AN ALTERNATIVE MODEL FOR URBAN RENEWAL: A 185
GENERATIVE APPROACH TO THE (RE)-
DEVELOPMENT OF XIAN VILLAGE

There are additional parameters ‘hardcoded’ (i.e. not controlled by the algorithm)
into the phenotype’s construction; these include the deletion of cells with an area that
falls below a certain threshold and the division of tower heights into three parts and
rotating each part accordingly (lowest part, which is residential, does not rotate; middle
part, offices, rotates towards the closest ancestral hall; and the top part, cultural, is
oriented towards the ancestral hall) (Figure 3).

4.2. FITNESS OBJECTIVES

In addition to the chromosomes defining the phenotype’s morphology, to generate an
urban tissue that addresses the demands of population growth, retention of cultural
heritage, improved social spaces (public space and solar access) and greater
connectivity to the external context, 4 fitness functions have been identified to drive
the MOEA: 1. Maximise open space on ground and podium rooftops; 2. Maximise
population density; 3. Maximise views to ancestral halls and lakes; 4. Maximise solar
exposure on ground level and on building facades.

4.3. SIMULATION SETTINGS

The MOEA used for the experiment is the NSGA-2 algorithm developed by
Kalyanmoy Deb (Deb et al., 2000) within the software Wallacei (Makki et al., 2018),
a plugin for Grasshopper 3D. The simulation was run on a high-end consumer-grade
PC, running with Windows 10 Home 64-bit (Version 21H2 / DirectX 12), AMD Ryzen
95900X 12-Core Processor (24 CPUs threads)- 4.20 GHz with 32.0 GB of RAM, Asus
TUF GAMING X570-Plus and NVIDIA GeForce RTX 3080 graphics card.

5. Experiment Results and Selection Process

5.1. ALGORITHM RESULTS

The Algorithm ran a population comprised from 300 generations with 50 individuals
in each generation, totalling 15000 solutions with a simulation runtime of 30 hours and
37 minutes. Analysis of the results and charts outputted by the simulation highlights
that all objectives improved in mean value throughout the algorithmic run. Whereas
objectives 2 and 3 (population density and views to ancestral halls) demonstrated
greater convergence when compared to objectives 1 and 4 (open space and solar gain),

Fitness Objective 1: Maximise  Fiiness Objective 2: Maximise | Fitness Objective 3: Maximise Fitness Objective 4: Minimise
viewto ancestral hall and lakes | shadow on pocium roofiops and

podium rooftops ground level

Figure 4. Algorithm Results (Top: Standard Deviation Graph, Bottom: Parallel Coordinate Plot)
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analysis of the results through the parallel coordinate plot presents lower conflict
between objectives 2 and 3, allowing the algorithm to potentially favour these two
objectives over the others (thus resulting in greater convergence). From the 15000
solutions generated by the algorithm, 446 comprised the pareto front. These pareto
solutions were extracted and analysed further in the selection process presented in the
following sections (Figure 4).

5.2. SELECTION PROCESS

The MOEA resulted in a large number of pareto front solutions, thus necessitating a
thorough selection process to “filter’ through the 446 pareto front solutions and select
one. As such, a three-stage selection process has been applied to the pareto front
solutions, with each stage analysing the solutions through different scales and criteria.

5.2.1. First Selection Matrix

Item # 40-0 70-2 7345 77-49 8348 93-13 104-17 104-34 112-43 117-24 124-21 125-3 139-33 217-47 268-48

Towers 7 7 5 7 6 5 6 7 6 6 5 5 7 7 7
Sky Bridges 16 12 7 11 11 8 11 12 10 7 6 5 13 11 1
Lowrise (large) buildings (0.5 pt) 2N N 1 2 6 3 6N 4 6 6 4 1N

A (0.5 pt per building if over 3) 15 15 05 -15 15 05

North to South connection (1 pt) Y Y N Y Y Y: Y Y N N N N Y Y Y

East to West connection (5 pt) i Y N N N N N N Y N N N N N Y

15 adjacent grids empty of bridges (-5 pt) 5 5 5 5 5 5 5

Score 30 25 7 19.5 19 15.5 14.5 16.5 21 9.5 7.5 6.5 17.5 19.5 24

Figure 5. Results of first selection matrix

In the first round of selection, the pareto front solutions were clustered using
hierarchical clustering (average linkage) into 50 clusters (using the 4 fitness values for
each solution). The solution at the centre of each cluster (which in this case is
determined to be the representative of the cluster) is selected and ranked based on
tower-related criteria (number of towers, sky bridges, low-rise and large buildings,
north to south connections and east to west connections (the latter is prioritised as it
connects the two neighbouring CBD blocks) and consecutive blocks without bridges
overhead). Each solution is given a new ranking and the top 15 cluster centres are
selected. The process is then repeated to all the solutions that belong to these 15 cluster
centres (a total of 87 solutions), and scored once more, selecting the top 15 solutions
for the second round of selection (presented in Figure 5).

5.2.2. Second Selection Matrix

In the second round of selection, the 15 selected solutions were analysed further, in
which 5 of the 15 solutions were culled as they did not demonstrate sufficient
connectivity to the external context of the urban tissue (these are highlighted in grey in
Figure 5). The remaining 10 solutions are analysed according to additional criteria;
these include their fitness diamond chart (i.e. the relationship of the four objectives for
each solution), phenotypic characteristics, solar exposure on building facade and low-
rise building roofs, solar exposure on ground and podium rooftops, views to ancestral
halls, shortest walk between ancestral halls and to site boundary, isovist occlusivity and
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isovist min.radial using decoding spaces plugin (CPlan, 2021) (Figure 6). Each solution
was given a new ranking, and the top 3 solutions were selected.

Filtration System 2 - Solutions 1-5 Filtration System 2 - Solutions 6-10
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e B e
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Figure 6. Results of second selection matrix

5.2.3. Third Selection Matrix

In the final round, the 3 selected solutions were analysed further with the following
criteria: Total number of podium open space, total area of podium open space, total
area of ground open space, total solar gain on ground, podiums and building facades,
view to ancestral halls, shortest walk between ancestral halls and to site boundary,
isovist occlusivity and isovist min.radial, population density)

The results of the third selection round present solution 2 (gen.70/ind.2) as the most
favourable solution (Figure 7). Solution 2 demonstrates greater solar gain (on streets,
podiums and building facades), as well as improved views on ground level throughout
the urban tissue (as per the results of the occlusivity analysis). Pedestrian access on
street level between ancestral halls as well as between public spaces performs better,
and so does the connectivity to the site boundary (on ground level) and to the external
context (through bridges on upper levels). As such, solution 2 was selected as the most
optimal solution for the design objectives and assessment criteria defined in the
simulation, and analysed further at 3 different scales to better understand the
architectural urban impact of the selected solution.
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Figure 7. Results of third selection matrix. Solution 2 (middle) selected as the most optimal.

6. Selected Solution Analysis

The two vital cultural typologies of Xian Village, ancestral halls and markets, were
further developed to illustrate a more detailed urban character of the selected solution.
Three focal points, at different scales, are selected to demonstrate the qualitative aspects
of the cultural typologies and their impact on the users of the space.

6.1. FOCAL POINT A - NEW MARKET SPACE

Focal Point A addresses the markets and street vendors of Xian village. The lack of
store fronts and defined market space results in a haphazard occupation of the street.
To maintain the flexible character of the street vendors, an adaptive module is
integrated within the market space allowing for improved order while maintaining
flexibility and growth (Figure 8). The module allows for the occupation of both public
open space as well as narrow streets throughout the village. Ramps on the podium
fagades generate greater interaction between the ground floor and podium roof top
(Figure 8), allowing for easy access between the two (both physical and visual).
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Figure 8. Focal point A: perspective and top view
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6.2. FOCAL POINT B-ANCESTRAL HALLS OPEN SPACE

Focal point B explores the interaction between Ancestral Halls and lakes and the
division of open spaces to cater to different functions. Open space throughout the
village is defined into three categories: public squares, green spaces, and recreational
areas near community building clusters. Selected open spaces near the site boundary
are allocated as collection points for public transport, as well as car parks, allowing for
the majority of the internal streets of the site to be pedestrian only (Figure 9).

Figure 9. Focal point B: perspective and top view

6.3. FOCAL POINT C-SKY BRIDGES

The last focal point explores the vertical connections between sky bridges and
buildings, and the edge conditions of the site and context. Figure 10 illustrates the
circulation hierarchy of ground, podium bridges and tower bridges. A detail of the
interaction between the podium bridges and the buildings is also illustrated. The point
of contact between the two is converted into a public space allowing for more
accessibility and interaction; equally activating both the ground level and bridge level.

Figure 10. Focal point C: perspective view and detailed bridge to building relationship

7. Discussion and Conclusion

The presented research examines the increasing trend in countries experiencing rapid
urbanisation of replacing culturally rich and historic urban tissues with modernist urban
models. Through the use of evolutionary methods, there is an emphasis on the utility
of bottom-up systems that address local conditions and relationships between various
morphological characteristics within an urban patch, in which the complexity of city
design is approached through localised decisions (in the presented experiments, the
chromosomes and genes that define the phenotype) that reflect the end user of the
space. At every stage of the experiment presented (phenotype construction, analysis of
results, selection and filtration and local analysis of the selected solution), the aim of
retaining the village’s cultural urban characteristics while integrating it with its urban
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environment was the primary driver throughout.

In the analysis of the three focal points in the selected solution, the evolved urban
tissue demonstrated improved public awareness of ancestral halls through improved
accessibility (both physical and visual) throughout. Open space on both ground and
podium level with increased solar access contributes to one of the key cultural
characteristics of the site, the markets, while the activation of the bridges connecting
podiums and external context allows for greater integration to the surrounding site.

The experiment puts forward an alternative model of urban redevelopment that
examines urban heritage within a superblock; identifying key elements of cultural
significance and optimising it through a MOEA followed by a thorough selection
mechanism, there were key limitations however, both in the formulation of the
computational setup as well as the resulting solution. The criteria implemented in the
first round of selection was unsuccessful in detecting solutions that lacked integration
to the surrounding site, indicating the necessity for a reformulation not only of the
design problem, but also the selection criteria as well. Although the selected solution
addressed the various criteria used for its assessment, further work is required to
address issues surrounding energy consumption (at different scales) throughout the
superblock, as well as improved integration between the context and superblock at
street level. Where the integration of bridges addressed this on upper levels, the
positioning of buildings throughout the perimeter of the selected solution limits its
integration to the surrounding. Finally, future research on the quantification of cultural
and social characteristics, and its impact on urban form, is required to strengthen the
presented model in order to continue to address and reverse urban cultural erasure.
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Abstract. This paper advances the application of computational
optimization to design for circular economy (CE) by comparing results
of scalarized single-objective optimization (SOO) and multi-objective
optimization (MOO) to a furniture design case study. A framework
integrating both methods is put forward based on results of the case
study. Existing design frameworks for CE emphasize optimization
through an iterative process of manual assessment and redesign (Ellen
MacArthur Foundation, 2015). Identifying good design solutions for
CE, however, is a complex and time-consuming process. Most
prominent CE design frameworks list at least nine objectives, several
of which may conflict (Reike et al., 2018). Computational optimization
responds to these challenges by automating search for best solutions
and assisting the designer to identify and manage conflicting objectives.
Given the many objectives outlined in circular design frameworks,
computational optimisation would appear a priori to be an appropriate
method. While results presented in this paper show that scalarized SOO
is ultimately more time-efficient for evaluating CE design problems, we
suggest that given the presence of conflicting circular design objectives,
pareto-set visualization via MOO can initially better support designers
to identify preferences.

Keywords. Design for Circular Economy; Computational
Optimisation; Sustainability; Design Optimisation; SDG 11; SDG 12.

1. Introduction

Design for circular economy (CE) is an increasingly urgent concern for built
environment and product design, with recent calls to action from the United Nations
Environment Programme among other international agencies (UNEP, 2019). Currently
many frameworks, strategies and metrics exist for CE design, without a single
comprehensive or universally accepted method (Saidani, 2019). Furthermore,
evaluation of design for CE requires quantitative evaluation of many criteria, making
precise evaluation for many design variants a time-consuming process. To support
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Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 191-200. © 2022 and
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designers in identifying better design options for CE, computational tools are needed
to automate quantitative evaluation of CE metrics, and support search among many
options to find designs which demonstrate the highest performance while meeting
subjective concerns of the designer. Responding to this need is circular design
optimization, an area of research that asks how computational tools may support search
for optimal circular designs and management of complexity of circular design process.

No definitive methodology to optimize a design for CE currently exists, with the
choice between multi-objective (MOO) and scalarized single-objective optimization
(SOO) representing a prominent open question. While the many criteria required to
assess a design for circularity suggest that MOO may be most appropriate, the
computational cost of MOO in comparison to SOO provides a counterargument against
this default position (Wortman, 2020). Furthermore, prominent circular design
frameworks rank their circularity criteria according to hierarchies of impact, raising the
question if scalarized SOO with weights ranked according to these hierarchies may
offer a viable means of identifying good results (Reike et al., 2018).

In this paper we propose a framework to apply computational optimization to
design for CE, with focus on efficiency of identifying good results and supporting
understanding of conflicting objectives. We demonstrate this framework via
optimizing a case study of an existing CE furniture design. We compare application
of SOO or MOO at specific points in the design process and put forward a method of
applying each as appropriate. We employ statistical analysis and novel visualizations
to expand on the results and support selection of design variants.

2. Methods

2.1. DESIGN FOR CIRCULAR ECONOMY: CASE STUDY AND PARA-
METRIC MODEL

Figure 1. Images of design for CE furniture case study: range of prototypes produced (left), single-
material assembly process (centre) and illustration of product lifecycle: fabrication, assembly, reuse
and storage, disassembly, recycling (right).

In this paper we test optimizations for criteria related to CE on a parametric model of
an existing furniture design. The furniture design was developed by the authors as a
modular table/podium system and incorporates CE design strategies including the use
of pre-recycled material, quick assembly and disassembly and single material without
glues or fasteners (Figure 1). In developing and fabricating the design the authors found
that several interlinked design challenges were difficult or impossible to resolve
through manual design process. These problems were translated into four quantifiable
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objectives for computational optimization (Section 2.2).

A pre-requisite for computational optimisation is developing a fully computational
parametric model, with clear inputs and outputs, from the original furniture design. The
inputs used include six dimensional parameters that control significant features of the
design and two material selection parameters that permit testing for different material
and multi-material designs (Figure 2). These eight inputs are transformed into
geometry and subsequently evaluated for each objective and inputted to the

optimization algorithm.
12m
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Figure 2. Description of six dimensional parameters, two material selection parameters and four
objective functions in the parametric model

2.2. DEFINING EVALUATION CRITERIA

To optimize the four key CE objectives described in Section 2.1, we implemented four
respective methods of evaluation. Below we describe the objectives, their relationship
to a widely used 9R framework of 'r-imperatives' for circular economy and the method
of evaluation. The 9R framework encompasses objectives for: 0) Refuse; 1) Reduce;
2) Re-use; 3) Repair; 4) Refurbish; 5) Remanufacture; 6) Re-purpose; 7) Re-cycle; 8)
Recover; 9) Re-mine (Reike et al., 2018).

Objective 1 — Fabrication Waste (F1), aims to minimise waste of materials during
fabrication. We evaluate the percentage of waste generated from original stock of
materials by simulating the fabrication of ten quantities of the design using bin packing
algorithms (Figure 2). This objective also sets a constraint to our optimisation problem
as the size of each assembly must be within the size of the stock material sheets. This
objective is defined relative to ‘Reduce’ from the 9R framework.

Objective 2 — Light-weighting (F2), aims to minimise materials used for a given
size of design. This is done by taking the ratio of volume of materials used to the overall
volume of the rectangular bounding-box enclosing the design. This objective is also
defined relative to ‘Reduce’ from the 9R framework.

Objective 3 — Structural robustness (F3), aims to minimise structural displacement
under a vertical load of the weight of an average human body when applied evenly
across five points on the design (Figure 2). We conducted this finite element analysis
using Karamba for Rhino/Grasshopper. Material properties such as specific weight,
Young's modulus, shear modulus and yield strength are included as attributes to the
materials. This objective is defined relative to ‘Reuse’ in the 9R framework.

Objective 4 — Embodied carbon (F4), aims to minimise environmental impact by
minimising the Global Warming Potential (GWP) of a design variant, evaluated as
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kgCO2e / kg of material. GWP values are drawn from published sources of identical
or close analogue materials (Secchi et al., 2016; Vervia Inc, 2019). This objective is
only useful when used in conjunction with F2 to prevent the model from simply
favouring the smallest possible designs. This is the third objective defined relative to
‘Reduce’ from the 9R framework.

With these four objectives and their method of evaluation defined, we can
implement both multi-objective and single-objective optimization for the parametric
model and compare the results.

2.3. OPTIMISATION METHOD

Our optimization model is built using the open-source python library, PYMOO (Blank,
2020). It provides libraries for easy implementation of a selection of SOO and MOO
algorithms with a suite of benchmark problems for testing. We interface between the
python-based optimization model and our parametric model using RhinoCompute, a
Rhino software development kit. RhinoCompute allows us to call Rhino and
Grasshopper functions within Python. While this combined framework is not yet
common in comparison to existing optimization plugins for Grasshopper (Vierlinger,
2013), it permits access to open-source libraries and potential for faster computing with
parallel solutions.

| Start l
Define
objectives

Random
sampling

MOQ unti
converged

MOO w Detailed Design
termination analysis Selection
Yes _I Formulate 500 unti

o End
I weights converged

Figure 3. Flowchart for optimisation framework

Conflicting
objectives
2

The MOO problem is defined using the input parameters, evaluation functions
(Figure 2) and a set of upper and lower boundaries. We modified an existing definition
for the fast and elitist many-objective optimization algorithm, NSGA-II, to be used for
our mixed-integer program. Finally, we set the algorithm to terminate after a fixed
number of evaluations for comparison between results.

The SOO problem is defined similarly except for scalarizing the four objectives
using weights. The weighted-sum approach is often preferred due to the clarity and
reliability of optimising with a single dimension (Wortmann, 2020). Although there
are many approaches to mathematically translate preferences into weights, we adopt a
ranking method by allocating a weight of one for least important objectives and higher
integer weights for more important objectives (Marler & Arora, 2010). We normalize
each objective before weighting to capture the relative improvement to the
performance.

Figure 3 shows the framework proposed by the authors, identifying when SOO and
MOO are of greatest value in optimization for CE design. The framework is supported
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by the results of the case study as presented in Section 3 below, including relative speed
of convergence. While the framework is developed to target design for CE, it may be
applied to design optimization more generally.

We employ five methods to visualize our results. First, we compare objective
correlation matrices to preliminarily identify conflicting objectives. Secondly, with
results from MOO we visualize the pareto-front in objective space to better understand
trade-offs between conflicting objectives. Thirdly, we show the entire objective space
using a pairwise plot. Fourth, we visualise convergence by plotting the hypervolume
of each result set. Finally, we visualize a set of variants selected from the optimization
process as outputs for the designer.

3. Results and Discussion

In this section we provide results from four sets of experiments, a random sample, a
MOO run, and two SOO runs. First, by comparing correlation matrices derived from
each set, we discuss the impacts of how the range of data distribution affects our
understanding of conflicting objectives. Next, we analyse pairs of conflicting
objectives by visualizing the specific pareto sets. Third, in conjunction with the
previous method, we discuss findings from visualizing the full set of results in an
exhaustive pair-wise plot of the entire objective space. Finally, we select best
performing design variants from the different experiment sets as a summary of the
optimization process.

3.1. UNDERSTANDING TRADE-OFFS WITH CORRELATION

In a first step we seek to understand the presence of conflicting objectives in our model
by creating a correlation matrix. The correlation matrices in figure 4 show the bivariate
correlation between all pairs of objectives, indicating with negative numbers when
improvement in one objective is likely to result in a decrease in another variable. The
presence of negative correlation among objectives is relevant to optimization in general
as it makes scalarized single-objective optimisation more complicated. Results
presented in figure 4 are from four sets of experiment sets used consistently in this
paper.

Our results show strong negative correlation between F2 and F3, with smaller
negative correlations between F2 and F4 and F3 and F4. Trade-offs between 'reduce’
objectives (F2, F4) and 'reuse' objectives (F3) are not unexpected as additional material
can improve strength of the design while decreasing material-use efficiency. More
complex is the trade-off between F2 and F4, which indicates that different definitions
of the 'reduce' objective are at times contradictory.



196 F.P. ORTNER AND J.Z. TAY

Title RDM1 MO0O1 5001 5002
#
Sompled 1750 1750 1750 1750
F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4
Fl 1.00 1.00 1.00 1.00
F2 0.05 | 1.00 -0.03| 1.00 0.58 | 1.00 0.56| 1.00
F3 -0.06|-0.38| 1.00 -0.28|-0.42| 1.00 -0.38|-0.44| 1.00 0.03] -0.26| 1.00
F4 -0.03]-0.26(-0.18| 1.00 -0.14] -0.41|-0.23} 1.00 -0.22|-0.14|-0.28) 1.00 -0.27| -0.38|-0.18| 1.00
F1: Fabrication Waste RDM1: Solutions from a random sample set
F2: Volume Ratio MOO1: Solutions from multi objective optimization
F3: Total Displacement S001: Solutions from optimizing with a weighted sum of [2,2,1,2]
F4: Embodied Carbon S002: Solutions from optimizing with a weighted sum of [1,1,3,1]

Figure 4. Correlation matrices from four sets of experiments

Comparing the four correlation matrices drawn from 1) the results of a random
sample set; 2) MOO1; 3) SOO1 and 4) SOO2 gives us a preliminary understanding of
the complex manner in which correlations vary within the objective space (Figure 4).
MOOTL has produced a relatively broad sampling of the objective space with results
that are similar to the random sample. The two scalarized SOO runs, in contrast, show
very clear deviations from random sample, MOO and from each other. In our results
correlation between pairs of objectives demonstrates varying sensitivity to the
distribution of the dataset. This implies that depending on the distribution of the
objective targeted, designers will encounter different trade-offs among CE objectives.

Analysing similarly complex objective spaces, while unfamiliar in design fields, is
addressed in statistics and data analytics. Sensitivity analysis is caried out to find how
each independent variable affects other dependent variables, by applying techniques
like clustering analysis and change point detection. Application of these methods
exceeds the scope of the current paper, but we note that further research may help
clarify the extent to which sensitivity analysis could assist in identifying best results in
design for CE.

3.2. UNDERSTANDING TRADE-OFFS BY COMPARING PARETO
FRONTS

Having identified pairs of conflicting objectives related to CE via the correlation
matrix, we investigate trade-offs between these pairs of objectives in greater detail by
generating two-dimensional visualizations of pareto solution sets from a multi-
objective optimization. We chose the three objective pairs with highest correlation
from figure 4 for further analysis. In figure 5, we plot the objective pairs of F2-F3, F2-
F4 and F3-F4 using a novel visualization method.

To support the user's understanding of pareto-sets figure 5 combines a scatterplot
of a 2D pareto set with a broader frame of reference provided by 1D plots of all
objectives at full range. In the plot of F2-F3, we see the pareto solutions are close to
converging. Even though they form a pareto front, these points represent a small
fraction of the entire distribution for light-weighting and structural robustness, such that
we can assume that all solutions shown on the 2D plots are almost equally well-
performing. To further investigate these solutions for variability, the user could then
use these subsets of points to plot another pareto front for the remaining objectives of
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fabrication waste and embodied carbon.
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3.3. COMPARING OBJECTIVE SPACE EVALUATION FOR SOO & MOO

With understanding of conflicting design objectives related to CE established through
correlation matrix and pareto-set visualizations (Section 3.1), we next employ
scalarized Single-objective Optimization to target ‘best’ design variants within
preferred areas of the objective space. Below we share results from two scalarized SOO
runs which represent a hypothetical designer’s preference for a more reusable product
(SO02), or a product with better reduction of waste (SOO1). SOO1 targets ‘reduce’
by giving higher weightings to fabrication waste (F1), light-weighting (F2), and
embodied carbon (F4). SOO2 targets ‘reuse’ by giving a higher weighting to structural
robustness (F3). In this section we compare the relative benefits of SOO and MOO in
identifying good circular design solutions based on effectiveness of objective space
exploration and speed of convergence.

A first comparison between MOO and SOO highlights differences in objective
space exploration by plotting all solutions from all evaluations in a set of 2-dimensional
plots showing all pairs of objectives (Figure 6). In these results, design variants found
by MOO cover a much wider range than those from SOO. Within the broad range of
MOO results, the SOO results appear as punctual or linear clusters, converging at one,
or in some cases two, small areas around local optima. The effect of changing the
scalarized SOO weightings is visible in their separate clustering, visualized in red and
green (Figure 6); with SOO1 prioritizing reduction in material, and SOO2 prioritizing
reusability. Histograms for each column reinforce this finding, indicating the number
of results within a given range for an objective: SOO1 and 2 demonstrate either one or
two clear peaks in each histogram (Figure 6). MOO in contrast shows a normal
distribution of results around a generally better area for all objectives.
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In a second comparison of results, we look at how ‘quickly’ the two methods
converge toward a solution over the course of a set number of evaluations. To make
this comparison we chart the change in hypervolume. As the optimization algorithm
converges on a solution set, the rate of change in the objective space slows, resulting
in the plateauing of the hypervolume curve. Comparing the shape of the convergence
curve between the two methods gives us a comparative indication of how well they can
identify a clearly defined solution set. We note that comparing maximum hypervolume
values between methods, is not pertinent to the question of convergence as the two

optimization models have intrinsically different ranges.
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Figure 7 shows that multiple runs of SOO with different weights result in a plateau
around 1250 evaluations. MOO applied to the same model, however, does not
converge toward a solution even after 1750 evaluations. These results suggest that
while scalarized SOO will produce a clearly defined solution set relatively rapidly for
our model, MOO will not converge toward a single solution over the same time frame.
This result is pertinent to the question of design for CE: if no clear solution is available
after a reasonable period, some users may find the method to be unsuccessful. When
designers have established their understanding of the problem well-enough to assign
weights, scalarized SOO is more efficient than MOO.

Sandwich Board -
. Polyester Panels f
4 5

Variant 1 2 3
Result set S001 s002 MOO1 MOO01 MOO1
Category Best for Reduce Best for Reuse Best for Best compromise Best for
structural robustness light-weighting

Fabrication Waste, F1 [%] 4.308617 5.104947 34.165769 3244201 51.775286

Light-weighting, F2 [%)] 11.863251 11.358103 11.496674 9.285483 8.66881
Structural Robustness, F3 [cm] 1.192065 0.07858 0.01283 0.022008 0.094708

]

Embodied Carbon, F4 [kgCO2e 2.115688 2.749959 4569586 2.806879 5.491449

Figure 8. Summary of proposed variants

To draw further conclusions from our experiments, we tabulate a set of good results
from the three experiments conducted. From the two SOO experiments, we select the
single best performing results. From the MOO experiment we present in figure 8 a
range of options pulled from the pareto-set for the pair of objectives with the largest
negative correlation: light-weighting (F2) and structural robustness (F3). Variants 3, 4
and 5 shown in figure 8 are drawn from the two extreme ends and the middle, or
‘utopia’ point of the pareto curve (Figure 6).

The best variants drawn from SOO show clear advantages over the range of
variants drawn from MOO. The design variant drawn from SOOI1 (prioritizing the
three ‘reduce’ objectives) is better performing in 'reduce' objectives than all other
presented results. While not unexpected, the result is clear and reinforces the value
SOO has brought to the case study. SOO2 (prioritizing robustness) produces a result
that, while scoring highly in robustness, is not as high as two of the variants identified
by MOO. Despite being slightly less optimal in this criterion, the best variant from
SOO02 displays better performance in at least two other criteria in comparison to the
MOO variants: showing the extent to which SOO can identify ‘across the board” good
results even when weightings skew toward specific preferences. The MOO results, in
contrast, show mid-range variants between the two SOO options, with few visually
distinguishing features. They are also notably poorly performing in fabrication waste
(F1), reinforcing the inadequacy of making a design selection from a single 2D pareto
front in a complex multi-dimensional objective space.

4. Conclusion

This paper presents an example of how optimization can be used to address
complexity presented by design for CE. With four objectives drawn from the 9R
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framework, we observe conflict between multiple pairs of objectives, with substantial
variation in negative correlation depending on which portion of the objective space is
analysed. In response to this complexity, we propose a methodology that assists
designers to understand the objective space, clarify preferences and then apply
optimization. Random sampling is used to observe overall trade-offs between
objectives, MOO is applied to understand nuances of trade-offs using the proposed
visualization methods. To the informed designer, SOO then shows decided advantages
in performance and clarity of results.

There remain aspects in optimizing design for CE to be improved. More research
is needed to formulate quantifiable objectives, covering a wider spectrum of
established CE design strategies. More studies are needed to understand conflicting
objectives with the help of computational optimisation, explaining general rules and
conflicts in CE. More broadly, there is a need for sensitivity analysis methods that can
help designers narrow in on specific areas of CE objective space. Methods that balance
between targeted and global design search will be of great value to support quantitative
definition of designer's preferences and identification of best design results for CE.
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Abstract. Pattern Language provides simple and conveniently
formatted solutions to complex design problems ranging from urban
planning to interior design for community-led inclusive designs.
Despite the intention, the concept has been more widely adopted by
computer science professionals. One possible reason is the lack of
visualization, making it difficult to be used interactively by the non-
professionals. To overcome the issue, we aim to integrate the patterns
from Pattern Language into the L-system to visualize the paper
architecture into geometric forms. Specifically, we implement Pattern
L-System (PL-System), which generates diagrammatic floor plans
using design rules based on the pattern languages. We first made
analogical comparisons of the concepts and grammar structure between
Pattern Language and the L-system. Next, we defined a geometric
interpreter for drawing diagrammatic floor plans using turtle graphics,
which consist of geometrical rules for putting shapes together. Then,
we selected three patterns and reinterpreted them for visualization using
strings of turtle graphics letters that determine the turtle’s movements
for the geometric representation of walls, columns, and doors. From this
research process, we learned that Modular L-system opens up the
possibility for the visualization of the patterns in Pattern Language.

Keywords. Pattern Language; L-System; Diagrammatic Floor Plan;
Turtle Graphics; Geometric Forms; SDG 11.

1. Introduction

Christopher Alexander’s Pattern Language Theory (1977) was originally created for
design purposes. Pattern Language contains rules for how human beings interact with
built forms reflecting different lifestyles, customs, and behaviours (Salingaros, 2014).
This characteristic of pattern language allows it to be applicable for comprehensive
design language. In fact, research was conducted that evaluates the applications of
patterns from Pattern Language for universal design, including accessible, green, and
public space (Lee, 2015; Iwanczak & Lewicka, 2020).

While Pattern Language is useful conceptually in architectural design, they present
a lack of usage in architectural design and planning in practice mostly because they are
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Hong Kong.
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semantic and abstract, lacking in objectivity. From these characteristics, two issues
arise when incorporating Pattern Language in design practice. The first issue is about
the ambiguity of network structure patterns connections and the interrelationship
between the patterns. In order to resolve this issue, a sequential approach has been
proposed (Porter et al., 2005; Ribeiro, 2020). The second issue is about the lack of
visual aid. As pointed out by Ribeiro (2020), visual aids such as photos or illustrations
are essential when adopting Pattern Languages into a design process. However, this
problem is left largely unsolved. Therefore, in this study, we tackle the visualization
problem to increase the applicability of Pattern Language into design practice for all-
embracing community designs.

To achieve this aim, we incorporate the concept of L-system to Pattern Language.
In particular, we focus on creating a floor plan diagram using a Modular L-System with
rules based on the patterns from Pattern Language. In order to achieve this goal, we
first made analogical comparisons of the concept, characteristics, and grammar
structure between Pattern Language and the L-system. By observing the two concepts
theoretically, we were able to identify that they have different grammatical structures,
which serves as a limitation when coupling the two. While the L-system is a parallel
rewriting system and recursive, Pattern Language is serial and has a network structure.
To overcome this limitation, we incorporated the concept of the Modular L-system
proposed by Cieslak et al. (2011) as a strategy to develop an L-system using separate
modules to represent different aspects. After, we defined a geometric interpreter for
drawing floor plan diagrams using turtle graphics. Turtle graphics consist of
geometrical rules for putting matter together. Turtle graphics can perform a geometric
interpretation of the new L-string in each derivation step upon request. Next, in order
to incorporate Pattern Language into the system, we selected three patterns applicable
for rules from Pattern Language. The patterns were reinterpreted and represented using
turtle graphics letters. At this stage, we were able to create modules that would become
the new definition of the pattern using Turtle graphics letters. Finally, we implemented
the PL-System using Processing language. From this research, we aim to answer
whether L-System is applicable for opening up the possibility of extending the use of
Pattern Language in the architecture field by visualizing semantic patterns into
geometric forms facilitating the use for comprehensive community design by the non-
professionals.

2. Literature Review

2.1. PATTERN LANGUAGE

Christopher Alexander has been a leading pioneer of academic research on the
architectural and urban design since the early 1960s (Galle, 2020). Alexander
addressed the problem of capturing recurring problems and their solutions in the
context of civil architecture in the 1970s. In his work, Alexander struggled with the
need to document and share architectural knowledge, which could be easily applied by
his fellow architects. The theory of Pattern Language is a design theory for deriving
253 patterns from physical environments with design problems and solutions.
According to the theory, because good spaces have regular and timeless patterns,
professionals or ordinary people can design new spaces by modifying or combining
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the patterns. Unlike the original intention of the Pattern Language, it has been applied
to mostly computer science fields, including user interface configuration and
evaluation of web services (Pautasso et al., 2016).

2.2. L-SYSTEM

In 1968, biologist Aristid Lindenmayer proposed a string-rewriting system that can
model simplified plants and their growth process. This theory is now known as L-
Systems (Hansmeyer, 2003). An L-System is a recursive and formal grammar system
that rewrites collections of characters into new strings based on a certain set of rules.
By iterating a number of times over the string, the character arrangement changes.
Figure 1 illustrates the rewriting of a string by a set of rules. With the L-System,
minimal inputs can create a complex output.

Input —— Replacement
Base < - o—-o- Axiom : A Generation 0: A
{Initial string) C tation
Iteration o ... i . ompu T
number Generation - 2 (derivation) Generation 1. AB
) -| p1:A>AB A
Rewriting & ---4 Generation 2: AB A
ruleset | p2:B>A

Figure 1. Rewriting string of L-system

2.2.1. Geometrical Interpretation of Strings: Turtle Graphics

In 1986, in order to model higher plants, Prusinkiewicz (1986) focused on the
geometrical interpretation based on a LOGO-style turtle. In turtle graphics, a fictive
turtle follows movement commands that correspond to individual alphabets and
symbols of a string. The turtle’s path is thus a visual interpretation of the string. F in
turtle graphics means to move forward a step while drawing a line, + means to tum
right, and — means to turn left at assigned angles. Figure 2 shows an example of the
geometric interpretation of the L-System using turtle graphics. The initial string, rule,
and rotation angle parameters produce a form that resembles a Sierpinski Triangle:

o [Initial string: F
e Rule: F—>F+F-F-F+F

e Rotation angle: 60°

F F F
+ A"‘Y%vv#x%v WL
N \VAY) 'A"L
k d \YAY " " VN
A X
v} AYAY
5
AK%Y V#x‘
A"A
AKA
AN
Generation: 0 Generation: 1 Generation: 2 Generation; 3 Generation; 4

Figure 2. Sierpinski triangle
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2.2.2. Modular L-System

Cieslak et al. (2011) proposed a strategy to develop a modular L-system based on the
use of separate modules to represent different parts. As not every alphabet of the L-
system needs to correspond to a turtle command, new characters can be used that are
simply replaced by groups of other symbols and alphabets (Hansmeyer, 2003). For
example, with the rewriting rule of C— F+F+F+F where F implies a movement
forward and + implies a right turn, a new character C could be defined to create a
square, as illustrated in Figure 3.

Start —

Figure 3. Example of modular form

2.3. PATTERN LANGUAGE AND L-SYSTEM

In Section 2, we reviewed the characteristics of the Pattern Language and the L-
System. Pattern Language is useful for interpreting complex socio-spatial
considerations through a simple building-block format, which makes this content
accessible to non-professionals (Dawes & Ostwald, 2017). Meanwhile, using the L-
system with a set of rules, simple initial objects can be successively replaced, resulting
in a more complex final object (Hansmeyer, 2003). Through this process, L-systems
can generate two-dimensional and three-dimensional geometries efficiently that
otherwise would have taken an extended amount of time (Serrato, 2005). As discussed
earlier, these two concepts have different grammatical structures—one being serial
with a network structure and the other one being parallel with recursive structure—
serving as a limitation when coupling Pattern Language and the L-system. Despite this
limitation, the use of the L-system should be considered, given that, it is highly scalable
and portable, consisting of scripts that can be parsed and easily rewritten. By expanding
the logic to include independent parameters, we can gain a high degree of control over
the produced form (Hansmeyer, 2003).

3. System Architecture

3.1. SYSTEM FLOW

The implemented PL-System largely consists of three modules. One is the turtle
graphics module for visualization, another is the pattern definition module for the
extraction of patterns from Pattern Language, and the third module is the rule
production module for the definition of the drawing rules according to the patterns
extracted. These three modules are linked into an iterative system flow, as shown in
Figure 4. First, the system initializes the parameters of turtle graphics with start length,
start thickness, and rotation angle. Next, the system creates patterns using the inputs by
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the user, which are based on the patterns from Pattern Language. This process of adding
patterns can be iterative as long as the user desires. When the patterns are set, the rule
production module is set up. Using the rule production module, rewriting of the rules
are iterated until the user’s needs.

Module 1, L -

Initializing Turtle P; i Lzl ore! nitialize

nitializing Turtle Parameters Start Length .
1

Select a pattern Exiract elements
from and rules from Create
'A Pattern Language' selected pattern a pattern module

Initialize

Rotation Angle

Module 2.
Pattern Definition

yes Add another

pattern module?

no

Module 3. Set e Set
Rule Preduction Generation Number A Rewriting Rule

Performance
Rewriting

Performance
Interpretation

Drawing Result

END

Figure 4. The System architecture of the PL-System

3.2. INITIALIZING TURTLE GRAPHICS

As mentioned above, the system initializes the parameters of turtle graphics using the
user inputs of start length, start thickness, and rotation angle. Each of the inputs is used
to define the turtle commands, as summarized in Table 1. For example, the wall
element is represented using the character w, and its command is to move forward
while drawing a line with the user-defined parametric length and thickness. Or, for the
corner element, the character + commands the turtle to turn right at a user-defined
angle. Using these turtle commands, the patterns from Pattern Language can be
visually represented.

Table 1 Turtle commands

Elements Characters Commands Parameters
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door f move forward Length
wall w move forward while drawing a line Length, Thickness
column r move forward while drawing a rectangle Width
comer + turn right Angle
comer - turn left Angle
- [ push state R
- ] pop state _

3.3. PATTERN DEFINITION

Among the patterns from Pattern Language, we chose three patterns specifically related
to the layout of a floor plan consisting of walls, columns, and doors. Then from the
semantic information provided by Pattern Language, we redefined the patterns using
the characters of the turtle graphics, which provides pattern modulation. Then the
modulated pattern can be instantiated as a pattern module and be stored in the system,
and be used later in the rewriting process of PL-System.

In detail, we selected the patterns 196, 216, and 212, which are Corner Doors, Box
Columns, and Columns At The Corners, respectively. For the redefinition process, we
extracted the related problems and their corresponding solutions. Table 2 represents
our redefinition results:

Table 2 Redefinition of patterns

Patterns Problems Solutions Redefinition Pattem
Modules
"If the doors create a pattern of "In most  rooms, Place door(d) A(l)=f+
196, movement which destroys the especially small ones, next to comer A(2)=f
places in the room, the room will  put the doors as near the ~ (+or -) _
Cormner AQ)=Hf
never allow people to be comers of the room as
Doors . A4)=f
comfortable" (Alexander, 1977, possible" (Alexander,
p.904). 1977, p.905).
"Columns feel uncomfortable "A column which hasall ~ Place box B=r
216. Box unless they are reasonably thick these features is a box  shape(r)
Columns and solid...[and] must be easy to  column"  (Alexander, columns
connect to foundations, beams and 1977, p.1015).
walls" (Alexander, 1977, p.1013).
212. "The necessities of the drawing "On your rough building  Place C(1)=B+
Columns itself change the plan, make it plan, draw a dot to column(B) C(2)=B-
at  The more rigid, turn it into the kind of ~ represent a column atthe  next every (3)=-+B
Corners plan which can be drawn and can  comer of every room..."  comer (+ or -) C)--B
be measured" (Alexander, 1977, (Alexander, 1977,
p.990). p.993).




PL-SYSTEM: VISUAL REPRESENTATION OF PATTERN 207
LANGUAGE USING L-SYSTEM

3.4. RULE PRODUCTION

After the pattern definition, rules can be produced for each of the pattern module IDs
and the parameters initialized in turtle graphics (start length, start thickness, and
rotation angle). The rules at this stage of the system aim to diagram floor plans by
mainly converting the input parameters that describe the floor plan morphology into L-
system parameters. For the rule production, three distinct inputs are required, which are
the initial string, one or more substitution rules, and the number of times to perform the
rewriting operation.

The rewriting process is divided into two parts. In the first rewriting process, the
final sentence is returned through the rewriting process by applying the rewriting
number, axiom, and ruleset input by the user. The system performs the rewriting
process by setting the returned final sentence as an axiom of the new rewriting process
and pattern modules as rulesets. During the second rewiring process, the system
visualizes the final sentence derived through two rewriting processes on the display
area of the floor plan through turtle interpretation.

4. System Design

4.1. USER-SYSTEM INTERACTION

As shown in Figure 7, the PL-System receives the turtle parameters, pattern module,
and the production rules from the user to perform rewriting. Then after the calculation,
the graphical interpretation of the patterns along with the axiom and the rewriting rules
are displayed to the user.

Input
| - Turtle parameters l
- Pattern module
- Production rule
PL-System

Output
- Pattern module Performance
- Axiom Rewriting

- Rewriting rule

Figure 7. User-system interaction

4.2. GUI (GRAPHICAL USER INTERFACE)

In order for the abovementioned user-system interaction to occur with high
understandability, a well-designed GUI is necessary. Therefore, as illustrated in Figure
8, the developed PL-System enables users to control the system through three different
distinctive inputs and outputs for each of the modules: the pattern module, production
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rule, and turtle graphics. For example, for the pattern module (Area A), pattern ID and
the pattern components are received from the user. Then, these two inputs are
combined, saved, and represented as a list of pattern modules (string) in Area E. As for
the production rule input (Area B), the number of generations, axiom (string), and
rulesets is received. Then the geometric interpretation of axiom and the rewriting rule
is displayed in Areas F and G, respectively. The advantage is that the user can visualize
the geometric shapes for the axiom and rewrite rules in real-time. Finally, for the turtle
graphics input (Area C), the starting length, thickness, and rotation angle are received
from the user. Integrating the data received from Area A and B, the system performs
the rewriting and visualizes the floor plan accordingly in Area D.

Pattern module Input Output

- Pattern ID (character)
- Pattern component (string)

Production rule Floor plan

Geometric interpretation of
final string

- Generation number

- Axiom (string)

- Rewriting ruleset (character, string)
Turtle graphics

Start length

Start thickness
Rotation angle

Rewriting rule

Geometric interpretation of
Rewriting rule

v’

Pattern module Axiom
List of Pattern modules (string) Geometric interpretation of
Axiom

Display pattern module Display Production rule Display floor plan

Figure 8. GUI layout
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4.3. SYSTEM DEMONSTRATION

To demonstrate how our PL-System can graphically visualize a user-defined pattern
based on the production rule derived from the redefinition of Pattern Language, we
used all the pattern modules mentioned in Table 2 and set the generation number as
two. Then, the axiom was defined as (w+w), which commands to draw a wall at a given
length, turn at a given angle, and draw another wall at the same length as shown in
Figure 9 inside the axiom display Area F. Then, the axiom can be elaborated into a
form illustrated in the display Area of D using the user-given production rule and turtle
parameters where the start length is 100, thickness is 20, and the rotation angle is 90°.

Your Drawing

GENERATION NUMBER

GENERATE

PATTERN MODULES AXIOM RULE
WwW FIWEABJ0.7wr I WIWCT)2wW[C(1wrw] 1 we(TwrwC(3)

wriwA(1) -f

S

Figure 9. Demonstration of PL-System

5. Discussion

This paper proposes the possibility of integrating the L-System for the graphical
interpretation of the patterns from A Pattern Language. The fundamental advantage of
the L-System is that minimal inputs can create a spatially complex output. By
expanding the logic to include independent parameters, we can gain a high degree of
control over the produced form. According to the original intention of the Pattern
Language Theory, users should be able to transform the given patterns for their own
use. Along with this flexibility, Pattern Language has high scalability, applicable for
participatory and inclusive sustainable design for small to large scale design projects.
However, because the patterns are semantic, the non-professionals have difficulty
transferring the knowledge into practice. In response, we proposed a PL-System that is
able to redefine patterns with characters and create a diagrammatic floor plan
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composed of walls, columns, and doors based on the generative concept of the L-
System.

The PL-System proposed and developed in this paper meets the theoretical
requirement of Pattern Language, which is the transformability with a high degree of
control over the produced form but at the same time, deriving many patterns under
certain parameters. The use of the PL-System in this paper is tested using the simple
drawing of architectural elements such as walls and columns. By visualizing the
patterns into geometric forms and using the recursive functions, we expect that the
system will aid non-architects to understand the relationship between architectural
elements and spaces visually when designing a public space for sustainable
community. Further research will focus on the verification of the usefulness and
usability of the system through user tests with both professionals and non-
professionals.
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Abstract. Romance awakens fond memories of the city. Finding out
the relationship between romantic scene and urban morphology, and
providing a prediction, can potentially facilitate the better urban design
and urban life. Taking the Yangtze River Delta region of China as an
example, this study aims to predict the distribution of romantic
locations using deep learning based on multi-source data. Specifically,
we use web crawlers to extract romance-related messages and
geographic locations from social media platforms, and visualize them
as romance heatmap. The urban environment and building features
associated with romantic information are identified by Pearson
correlation analysis and annotated in the city map. Then, both city
labelled maps and romance heatmaps are fed into a Generative
Adversarial Networks (GAN) as the training dataset to achieve final
romance distribution predictions across regions for other cities. The
ideal prediction results highlight the ability of deep learning techniques
to quantify experience-based decision-making strategies that can be
used in further research on urban design.

Keywords. Romance Heatmap; Generative Adversarial Networks;
Deep Learning; Big Data Analysis; Correlation Analysis; SDG 11.
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1. Introduction

1.1. RESEARCH BACKGROUND

Urban design is essentially about place making, the creation of a distinct identity and
memory for a place is an important attribute of successful urban design (Buchanan,
1988; Adams & Tiesdell, 2012; Loring, 2014). Romance, as a special kind of place
semantics, is often closely tied to the place identity and memory. Norberg-Schulz
(1980) regarded romance as one of the four types of man-made environment and
considered it to be inseparable from the urban morphology. Romance places may serve
as carriers for urban social and economic activities that are critical to urban life. A
typical example is “Made in Marxloh” in Duisburg, Germany, the highly romantic
street in Europe evolved from a poverty-stricken area, where romantic place making
has directly led to rising rents and vitality (Tissink, 2016). As a result, romance should
be a more prominently cultivated feature in the construction of urban space, and
supporting romance and love should be a goal of the urban designer (Zukin, 1998).
However, with the huge impact of the information flood brought by the mobile internet
on urban life, romance seems to be “hidden” in cities (Rahimi et al., 2017). People
living in cities are increasingly expressing romantic relationships on the Internet, so
data from the Internet is becoming more and more important in the construction of
urban spaces. In addition, providing visual guidance through maps can also help people
explore romantic places and enrich dating ideas (ESRI UK, 2019; VISIT LONDON,
2021), which will encourage location-based scenario socialization. From this, the
following research questions will be addressed in the paper: 1) How to express romance
and love in cities? 2) What are the factors that affect the occurrence and distribution of
urban romance? 3) In order to enhance the romance of cities through reasonable urban
design, how to visualize and predict the distribution of urban romance?

1.2. PROBLEM STATEMENT AND PROJECT GOAL

Urban romantic relationship is still an understudied aspect of cities. Traditional
methods such as questionnaires and interviews can help explore the public’s perception
of romantic spaces, while they are time-consuming with only a small-scale sample
investigated. Social media allows “individuals to communicate their impressions and
interests to the general public” (Croitoru et al., 2013), which provides us with
comprehensive insight into urban romance and love. Sina Weibo check-in data with
user-generated content and geo-location coordinates enables the connection between
user perception and city location, on this basis, urban romantic spots can be further
screened by the matching of Weibo content and proposed romance dictionary.
Combined with heat mapping, the distribution and aggregation of spatial romance can
be visualized in a more intuitive way. However, the heatmap only serves as a
visual analytic method based on historical or current data, which can neither predict the
future romantic distribution, nor provide data supplement for suburbs or small cities
with sparse check-in data. Therefore, the ability of visual analytics is too limited to give
evidence-based recommendations for a more reasonable cross-regional urban planning
or business location selection. The urban romance itself has dynamic attributes and is
greatly affected by complex urban morphological features, which cannot be well
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modeled through explicit programming and simple linear regression calculation. Such
issues, can be addressed to a great extent, as the rise of artificial intelligence represented
by deep learning techniques. Deep learning can cope with data-driven deep correlations
modelling by multiple nonlinear transformations, which potentially provides a way for
the efficient representation and accurate prediction of urban romance.

In this paper, as atypical image-to-image translation method, Generative
Adversarial Networks (GAN) are adopted (Goodfellow et al., 2014) to
automatically learn the correlations between romantic places and urban space, so as to
achieve visual predictions. GAN, a popular deep learning model, has been gradually
applied in urban planning and design realm due to its powerful spatial information
processing and generation ability (Shen et al., 2020; He & Zheng, 2021). However, the
training of GAN is often associated with convergence difficulties and high uncertainty.
To increase prediction accuracy and reduce training time, we incorporate a priori
knowledge into the input heatmap of romance distribution, i.e., the environments and
various functional architectures highly relevant to urban romance are labelled with
different colors and shades of grey. Our model has achieved ideal prediction results.

This paper proposes a GAN-based method to realize and verify the relationship
between spatial romance and urban morphology, and provides a prediction for the
future urban romance distribution across regions (Figure 1), which is of great value for
inferring the implementation effect of various urban design plans on urban romance in
advance, as well as the commercial site decision-making and space operations.

Data capturing = : ’ :" N -
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B

mance heat map; ~ “e-oeoooe
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Figure 1. Overall Workflow
2. Methodology

2.1. GENERATIVE ADVERSARIAL NETWORKS


javascript:;

216 Z.DONG ET AL.

Deep learning is often a synonym for deep neural networks, which are the neural
networks consisting of more than three layers (including inputs and outputs),
implementing computational models by simulating the neural central system of an
organism. In this paper, according to the experimental objectives, Generative
Adversarial Networks (GAN) based on image processing are selected in the
experiment. An adversarial neural network is a special adversarial process in which
two neural networks compete with each other. The first network generates the data; the
second network tries to distinguish the real data from the fake data created by the first
network. The two play against each other to achieve a balance in game theory.

The first network is called the generator, G (z), and the generator network takes
random noise as input and attempts to generate sample data that is provided to the
second network. The second network is called the discriminator, D (x). The
discriminator network takes real or generated data as input and tries to predict whether
the current input is real or generated data. One of the inputs x is obtained from the real
data distribution pdata (x), which next solves a binary classification problem and
produces a scalar ranging between 0 and 1. At the equilibrium point, which is also the
optimal solution of the minimax Game, the discriminator considers the probability that
the data which the generator output is the real data to be 0.5:

minmax V(D, G) = Eqywpyyyr) [109(D(2))] + Eonp () [log(1 — D(G(2)))]

Moreover, GANSs are the neural networks based on input images and output images.
The amount of love messages studied in this paper is extremely large, and each map
may contain hundreds of data points of love messages. Also, to accommodate the
visualization design habits of architects and to facilitate further regional optimization,
we visualize the geo-location of romance messages and present them in a more intuitive
heatmap rather than inputs the numerous data directly. Thus, we try to train the GAN
to recognize the relationship between the two sets of images by taking the city map as
input and the romance heatmap as output. The trained neural network model will be
able to predict the future local love heat situation based on the existing city situation.

2.2. THE GENERATION OF ROMANCE HEATMAP

We select the cities in the Yangtze River Delta region as experimental subjects:
Shanghai, Jiaxing, Hangzhou, and Ningbo as the training dataset cities, and Shanghai
new towns, Nanjing, and Suzhou as the test dataset cities. The cultural characteristics
and the economic development level of them are similar. The situations have certain
regularities.

We first use Weibo data to create a romance heatmap. And use web crawlers to
obtain web data. In this paper, we use Python+Selenium specifically for the Sina Weibo
open platform API to receive data. Then we use a natural language processing model,
WantWords Reverse Dictionary (Qi et al., 2020), to construct an emotion dictionary
related to love messages. Love messages are applied to identify all synonyms related
to romance, including 101 romance-related words such as dating, sweetness, and
anniversary.

In the content filtering stage, taking Shanghai as an example, 8445 tweets and geo-
located points are extracted from the original dataset whose dates are July-October
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2021. We then use Rhino and Grasshopper to visualize the geospatial distribution of a
large amount of data using colour shades(Figure 2). The visualization of filtered Weibo
data can clearly show the distribution of romantic places.

P oui gh Density

Low Density

Figure 2. Romance heatmap

2.3. CORRELATION ANALYSIS AND THE COLLECTION OF CITIES LA-
BELLED MAPS

We speculate that people’s behavior of posting romantic messages is related to some
urban morphological features. In this regard, we apply a correlation analysis between
the geo-location of romantic messages and building features and selected Shanghai as
the analysis object. We use the following three kinds of data, the romantic message
points, the graphic of the street administrative divisions, and points of interest (POI)
with function information collected on AutoNavi Maps. We count romantic message
points and city POI of different functional types in each street division by ArcGIS.

Pearson correlation coefficient is used to conduct bivariate correlation analysis on
them. The results show that the geo-location of romantic messages is strongly
correlated with the features of 13 of the 16 categories (Table 1). Hotel and other
accommodation services are most relevant to romantic messages, followed by
shopping services and scenic spots. The commercial residences POI, which has the
largest number, is extremely weakly related to romantic messages, which eliminates
the interference of population concentration on the correlation results. The above
results show that people’s romantic-like social-emotional expression is related to urban
design.
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Poi function type PCCs Sig. (2-sided) case number
Accommodation services 0.736** 0.0000000000000 87
Commercial 0.652** 0.0000000000044 89
Tourist attraction 0.644** 0.0000000002598 77
Financial and insurance 0.612** 0.0000000003974 86
Catering 0.611%* 0.0000000003402 87
Communal facilities 0.572*%* 0.0000000104320 85
Company and Business 0.505**  0.0000004359302 89
Life Services 0.484** 0.0000015286857 89
Sports and leisure 0.480%*  0.0000029637329 86
Governmental agencies 0.467** 0.0000073636040 84
Transport facilities 0.415%*  0.0000584600176 88
Scientific,educational,cultural  0.401** 0.0001103573972 88
Health care 0.303** 0.0051347187389 84
Commercial residences 0.177 0.0996348878413 88
Automobile service 0.009 0.9450432391193 66
Motorcycle service -0.130  0.3257917899378 59

** At 0.01 level (two-tailed), the correlation was significant

Table 1. Pearson correlation coefficient results.

After using statistical methods to preliminarily verify the correlation, we collect city
maps as samples of the training dataset. The origin data is from AutoNavi Maps. We
customize the color of green space, water body, and road in ArcGIS. Due to the lack
of functional information in the building graphics, we connect the functional
information of POI to the building graphics through the join tool to create building area
of interest (AOI) graphics. Meanwhile, we sort the grey value of the building features
graphic based on the correlation coefficient result. These labels serve as a supervisory
signal to guide the network to process, extract, and transform visual information to
achieve the maximum performance of the network on the required tasks (Figure 3).

The degree of population concentration may affect the intensity of romantic
messages, and the romance heatmap would show a more scattered state of suburban
areas. Thus, we further delete the outside area of the inner ring of the cities.
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Figure 3. City labelled map.

After aligning the two images and removing the extra part, we divide the two large
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images. So far, we have got 795 pairs of samples in the training dataset of city labelled
maps and romance heatmaps that correspond to each other.

2.4. NEURAL NETWORKS TRAINING

Based on the data type of the experiment and the characteristics of the generative
adversarial networks, high-resolution image-to-image translation with conditional
adversarial networks (Wang et al., 2018) is used as the main operating algorithm. The
training process was done on a computer with a GeForce RTX 2080 graphics card.
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Figure 4. Generator loss (G_LOSS) and Discriminator loss (D_LOSS) during training

The loss values of the generator and discriminator are recorded during the training
process. Figure 4 compares the loss values of the generator and discriminator. Training
is a process in which the generator and the discriminator ‘compete’ with each other.
Relatively, a higher discriminator loss value and a lower generator loss value represent
a successful training process. We use a constant learning rate training gradient for the
first 200 epochs and a decaying learning rate gradient for the next 200 epochs, which
facilitates a more accurate fitting of the data to achieve better convergence. After 370
epochs, discriminator loss and generator loss tend to be stable, which means the
training successes gradually. Meanwhile, according to the saved temporary results
from the monitoring website (Figure 5), it can be found that at the initial epochs, the
synthesized images are more blurred, while as the training proceeds, the synthesized
images have stabilized after 370 epochs and can effectively respond to the city map,
which means the accuracy of prediction increases. Hence, we decide to use the model
trained after 400 epochs as the final prediction model.
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Figure 5. Predicted results for each training epochs.
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3. Results

3.1. TRAINING ACCURACY

To ensure that our prediction model can be accurate in practical applications, we decide
to calculate the similarity of the trained maps in epoch 400 and the counterpart ground
truth maps through the average hash algorithm.

We use the average hash algorithm to compare the difference between generated
images and real heatmap images, and then calculate their hamming distance (Figure 6).

When the hamming distance is less than 5, the generated image is regarded to be
particularly similar to the ground truth map; when the hamming distance is greater than
or equal to 5 and less than or equal to 10, the generated image is considered to be quite
similar to the ground truth map; and when the hamming distance is greater than 10, the
two maps are considered to be unrelated. Thus, we divide the generated images into
three categories: the particular like images, the very like images and the different
images, and counted the number of these three categories of the generated images

(Figure 6). z
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Figure 6. Hamming distances between trained maps and ground truth maps and Percentage of
trained images with different levels of accuracy.

We find that 164 of the images are particular like images, 24 of them are very like
images, and the remaining 22 images are different images. It means that the training
result in epoch 400 has an accuracy rate of 78%, which shows that the result is reliable.

3.2. ROMANCE HEATMAPS PREDICTION

We make city labelled maps of Shanghai’s new towns, Nanjing, Suzhou as the input
to the neural network and provide suggestions of the possible romance occurring place
on the output romance heatmap(Figure 7). Through the direct observation and
comparison, we find that in most cases, the density of distribution of predicted romantic
places is related to three urban morphological features: green space, water bodies, and
building features (with high Pearson correlation coefficient), and their influence on the
density of romantic places is: water bodies > green space > building functions.

The result also shows a superimposed effect of these three elements. The high-
mixed areas with water bodies, green space, and buildings with commercial, hotel, or
catering functions attract more urban romance than individual elements do. This also
illustrates the positive impact of high-mixed areas on urban vitality.
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In addition, the commercial area along the street is relatively more likely to have
romance heat in areas with similar grey values, which shows that romance contains a
certain degree of commercial value. Block commercials may be more effective than
box commercials.

OUTPUT OUTPUT
g T Al

Figure 7. Generated results for predicting romance heatmap.

However, we find that some areas where there is a high distribution of buildings
with a high Pearson correlation show a low heat of romance. We speculate that the
relationship between urban romance and urban morphology is still complicated and
disturbed by many factors.

4. Conclusion

With the rapid development of urbanization, the relationship between urban design and
citizen life has received more and more attention. Romantic places gradually become
the infrastructure of cities. This research is based on the geographic location of
romantic information on the common social media platform, and the text content is
filtered by keywords related to romance, and the complex relationship between
romantic places and urban morphology is predicted. We take the city map of the
Yangtze River Delta region of China as the input of the GAN model, and present the
output data in the form of a romance heatmap. The trained GAN model can also predict
where romance will occur in other cities.

This research proves that deep learning can complete the analysis and prediction of
urban romantic places, and gradually replace the old empirical methods. The next
research project will improve the input data, add sematic information and train more
accurate machine learning models. The successful prediction of love maps shows that
embracing deep learning can draw knowledge in a wider range of urban perception and
cognition scenarios, which empowers the construction of sustainable city and
communities in the age of Al with data support.
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Abstract. This study presents generative adversarial networks
(GANSs), a machine-learning technique that can be used as an urban
design tool capable of learning and reproducing complex patterns that
express the unique spatial qualities of non-planned settlements. We
report preliminary experimental results of training and testing GAN
models on different datasets of urban patterns. The results reveal that
machine learning models can generate development alternatives with
high morphological resemblance to the original urban fabric based on
the suggested training process. This study contributes a methodological
framework that has the potential to generate development alternatives
sensitive to the local practices, thereby promoting preservation of
traditional knowledge and cultural sustainability.

Keywords. Non-planned  Settlements;  Cultural  Sustainability;
Machine Learning; Generative Adversarial Networks; SDG 11.

1. Introduction

Informal and non-planned settlements are highly complex and typically develop
through small-scale, bottom-up actions. Accordingly, their morphology is a result of
environmental factors and reflects their specific social structure, economy, traditions,
and cultural values (Habraken, 1998). Often regarded as chaotic and non-functional,
these settlements present a unique challenge to urban design practitioners and
policymakers (Schaur, 1991). Adequate solutions to the substandard living conditions
in non-planned settlements require a deep understanding of their initial formation and
expansion processes and appropriate tools to evaluate potential policies or interventions
(Patel et al., 2018).

To address this challenge, in this study, we present a machine-learning (ML) and
computer vision approach that can be used as an urban design tool. We demonstrate a
ML model trained to learn and reproduce the complex urban patterns of the town Jisr
az-Zarqa in Israel, expressing the unique spatial qualities of this settlement. The lack
of consistent planning policy in rural Arab settlements in Israel (Brawer, 1994) led to

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 223-232. © 2022 and
published by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA),
Hong Kong.
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unplanned development of Jisr az-Zarqa which, until 1988, had no official master plan
(Israel Land Authority, 1992).

We argue that applying Atrtificial Intelligence (Al) to the design practice can be
valuable due to its ability to learn urban patterns that resulted from dynamic and
spontaneous self-organization processes. Therefore, Al tools can be meaningfully used
by professionals, policymakers, and local communities to better visualize and reflect
on the potential outcomes of different development scenarios. Moreover, Al tools can
generate design solutions that are not merely imitating local forms but are also sensitive
to the local culture and contributing to the promotion of more sustainable communities.

In this study, we contribute a generative machine-learning method to produce
complex urban morphology and generate multiple alternatives as design
recommendations, based on Pix2PixHD model (Wang et al., 2018).

The remainder of this paper is structured as follows. In Section 2, we briefly review
relevant previous studies that used different approaches to investigate informal
settlements. The methodology used in the present study is described in Section 3. In
Sections 4-6, we present the process and the results of training our model on different
data, testing it, and then using it to generate new alternatives for the urban fabric. The
results are summarized and discussed in Section 7.

2. Related Work

Relevant approaches used in research on informal settlements include agent-based
modelling (ABM), shape grammar, and, more recently, machine learning.

Agent-Based Modelling (ABM) is a method used to simulate bottom-up processes
to predict urban development. In these simulations, decision-makers are represented as
agents capable of responding to their environment and taking autonomous action. For
instance, Patel et al. (2018) suggested a model that integrates agent-based modelling
with Geographical Information System (GIS) to provide a platform for studying the
emergence of slums. The authors argued that this model is helpful for testing slum
policies before applying them in real-life settings. Likewise, Patt (2018) explored the
applications of the ABM approach to urban redevelopment in informal contexts, with
a particular focus on the public space network as the primary object of the multi-agent
model.

The shape grammar approach defines initial shapes and a set of transformation rules
applied to describe architectural evolution over time. For instance, using the shape
grammar approach, Verniz and Duarte (2017) described the evolution of an informal
settlement of Santa Marta in Rio de Janeiro and predicted future growth of this informal
urban fabric. Similarly, Ena (2018) explored the potential use of shape grammar to
regularize the favelas in Rio de Janeiro and better understand spatial ideas and politics
behind their architecture.

However, a limitation of both ABM and shape grammar is that these two
approaches depend on the assumptions resulting from an analysis of settlements or
comprehension of individuals’ dynamics and decision-making processes. Yet, the
complexity of non-planned settlements makes this a challenging and time-consuming
task.

In this context, considering that artificial neural networks can be trained to
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recognize highly complex patterns, thus allowing design professionals to focus on the
evaluation and decision-making phase, the machine learning (ML) approach becomes
particularly relevant. Several previous studies proposed using a specific ML method
called Generative Adversarial Networks (GANs) to design urban blocks. More
specifically, Yao et al. (2021) used a GAN model pix2pix to generate plot layouts of
varying building densities based on similar settings in Shanghai and further evaluated
them using Octopus and Ladybug simulations. Furthermore, Fedorova (2021)
suggested using GANs to design urban blocks of several European cities based on the
surrounding morphology. These methods were applied to planned urban fabric dictated
by local policies, masterplans, and regulations. In the next section, we explain how we
applied a similar approach to generate a complex urban morphology of a non-planned
settlement.

3. Methodology

In this section, we describe the ML model used in the present study, the methods we
used to generate training datasets, testing the trained model, using it to generate new
urban morphology and evaluating the results.

3.1. MACHINE LEARNING

Arttificial Neural Networks (ANNs) are computer software modelled after the
metaphor of neurons in brains interconnected by synapses. Each neuron receives
several inputs and computes an output. The connection between two neurons, called
an edge, has a particular weight that influences the specific information transferred.
ANNs made of several layers of aggregated neurons are called deep neural networks.
When an ANN receives an input, it is processed by the neurons and the ANN generates
an output. The main feature of ANNSs is their capability to be ‘trained’ to adapt their
output. For a more accurate output, the neurons’ computational functions and edges’
weights are modified during the training process.

In the present study, we used Pix2PixHD, a deep learning method that can
synthesize photorealistic images from semantic label maps using conditional
Generative Adversarial Network (cGAN) (Wang et al., 2018). A GAN is a system
consisting of two deep networks—the generator, which generates an output, and the
discriminator, which identifies whether or not the generated output is similar to the
requested output. GANs are useful since they can be trained based on a dataset in an
unsupervised way. In contrast to a regular GAN, a cGAN is a specific kind of GAN
that receives an input. Several previous studies used similar methods to explore the
utility of the ML method for urban and architectural plans generation (Fedorova, 2021;
Ye et al., 2021; Chaillou, 2020).

3.2. TRAINING DATA SET

One of the challenges associated with creating an ML model is the large amount of
data required for unsupervised training. Specifically, producing a large quantity of map
images for each dataset can be highly time-consuming. Therefore, an efficient method
to generate large amounts of data will increase accessibility of the suggested model to
practitioners.
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In the present study, we selected ArcGIS for data set extraction since it has a
relatively accurate mapping of Jisr az-Zarga. Furthermore, we leveraged ArcGIS’s
integrated Python scripting option and created a “map extraction tool” (MTRL

Figure 1. Jisr Az-Zarqa — map of the town including its building masses (black) and roads (red). The
map is divided into a grid of 30m offset. (Credit: MTRL 2021, Technion IIT)

Technion IIT, 2021) that automatically exported maps in JPEG format (see Figure 2a,
2b). Using the Python script, we generated a total of 220 map tiles that were sufficient
for training the GAN. The initial extent and scale of the first tile were defined, and the
subsequent tiles were automatically exported with an offset of 30 meters on the X and
Y coordinates until the entire area of the town was covered (see Figure 1).

3.3. EVALUATION

Upon completion of the training process, we tested the model on map images that were
not included in the training set. To evaluate the success of the trained model, the test
results were compared visually to ground-truth maps of the settlement in terms of urban
structure and patterns. The complexity of non-planned urban fabric can be addressed
through multiple aspects; however, the current study focuses solely on morphology.
Since the data for the presented experiments is highly simplified, representing limited
morphological information, the selected evaluation criteria were also limited to four
basic characteristics- the model’s ability to a) continue existing roads and suggest new
ones, b) recognize topological features of the street network, ¢) reproduce building
morphology with similar density and d) reproduce similar building typology.
Topological feature of the street network refers to the linking of different elements, thus
the number of streets that meet at each intersection. Density refers to the number of
buildings per given area and building typology refers to the shape and area of the
building masses.

3.4. SOFTWARE AND HARDWARE

The model was trained on a computer with a 12 core, 3.6GHz CPU with 32GB of
memory and an Nvidia Quatro RTX 5000 graphic card. The computer’s operating
system was Ubuntu 20, and we installed the Python scripts using Anaconda.
Pix2pixHD was retrieved from Wang et al. (2018).

In Sections 4-6, we report the results of three studies (Studies 1-3) where we trained
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the Pix2PixHD model on different data, tested it, and used the results to generate new
alternatives for the urban fabric of Jisr Az-Zarqa.

4. Study 1- Pilot

In Study 1, we aimed to train the model to complete a partial map image with patterns
that would resemble the existing morphology of the Jisr Az-Zarqa settlement.

4.1. METHOD

A graphic layer of the Jisr az-Zarqa map was created based on ArcGIS’s base map.
The layer contained black outlined polygons as buildings and red polylines as roads
and was exported as JPEG tile pairs using the map extraction tool. Each pair was made
from a partially blank input map and a complete output map. To produce the input map,
the output map was duplicated, and the right half was erased (see Figure 2b). Next, the
model was trained for 200 epochs; the total duration of the training was ca. 36 hours.
Finally, we tested the trained model using new input tiles and evaluated the generated
outcome.

4.2. RESULTS

Figure 2c shows the results of the trained model after 200 epochs given the input in
Figure 2b. As can be seen in the figure, the model failed to identify the buildings
polygons as patterns in the current settings or to complete the missing urban
morphology. The generated forms were distorted polygons, and the generated pattern
did not fill the entire frame. These results highlight that it is not straight-forward to train
a ML model to generate such patterns. Accordingly, we concluded that a different
image labelling, with adjusted structure and colors, would be necessary.

2\ M i
(c) Generated

Figure 2. Study 1 - Test ground truth map tile of Jisr az-Zarqa (a), test input image (b), and
generated output (c). In the process of training the model, tile (b) was used as input and (a) as output.
(Credit: MTRL 2021, Technion IIT)

5. Study 2- Nolli Maps

Based on the results of Study 1, in Study 2, we repeated the training process using
image labelling by creating a different dataset format. The new format provided a 360-
degree context for the blank area and used a simpler image labelling.
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5.1. METHOD

We generated a new simplified dataset using the map extraction tool. Compared to the
approach used in Study 1, in this study, there were two main differences. First, we
changed map labelling by replacing the building polygons with solid black polygons
(like Nolli maps). We hypothesized that this adjustment would mitigate the corrupt
polygons. At this stage, the red polylines of roads were removed. The second difference
was changing the input map format—specifically, we erased a rectangle in the center
of the image (instead of the right half as in Study 1). We hypothesized that providing a
surrounding urban context would be beneficial for the completion of patterns over the
required area. The size of the new dataset remained the same (220 tiles), and the model
was trained anew, this time for a total of 300 epochs, which took approximately 48
hours to complete.

5.2. RESULTS

The results of Study 2 showed a significant improvement. Specifically, the model
successfully learnt the existing urban fabric and completed the blank part of the map
accordingly. The polygons were complete, and the model covered the whole area (see
Figure 3c). The generated map produced a new pattern with a high morphological
resemblance to its surroundings and to the ground truth. The newly filled area
contained 40 buildings of mainly rectangular shape with the total built area of 5702
sqm, while the ground truth map contained 42 buildings with the total built area of
5865 sqm. In addition, the model was able to fill in the continuous roads which were
not explicitly marked but were visible due to the broader spaces between the buildings.

(a) Ground truth (b) Input (c) Generated

Figure 3. Study 2—Nolli maps dataset. Ground truth (a), the corresponding input map (b), and the
map generated by the trained model (c). (Credit: MTRL 2021, Technion IIT)

6. Study 3- Generating New Urban Fabric

The aim of Study 3 was three-fold: 1) to increase the complexity and size of the dataset;
2) use the trained model to generate multiple alternatives to a new urban fabric as an
infill in an empty area of Jisr az-Zarqa; and 3) test the model on different settlements.

6.1. METHOD
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The training process was repeated, this time on a higher-complexity dataset. The Nolli
maps from Study 2 were used, the size and the scale remained the same. However, the
roads layer was added again as red polylines. To avoid overfit, the dataset was enlarged
from 220 tiles to 1100 tiles by rotation and mirroring of the original dataset.

Thus far, the model was found to be able to generate one single output for each
input, even when tested on the same map multiple times. However, for ML models to
become a potential design tool, they should be able to produce a variety of alternatives.
To address this challenge, we tested the model on several input maps with a small offset
(1 m) between each. This time, the blank area of the map included an empty area
potentially suitable for infill intervention.

The same model was tested on two different examples—namely, Fureidis, an Arab
town near Jisr az-Zarqa, and New York. Despite being located on much steeper
topography, Fureidis shares some cultural and morphological similarities to Jisr az-
Zarqa; accordingly, this test was run to identify whether the trained model can be
applicable to other similar settlements. New York—which is a planned, orthogonal
grid—was tested as an opposite example.

6.2. RESULTS

The results revealed that, after 500 epochs, the model successfully generated an urban
fabric that morphologically resembled the existing patterns of Jisr az-Zarqa (see Figure
4c¢). The continuous roads were consistent with the ground truth, and the intersections
were of the same topology—namely, three-armed intersections and dead-end streets.
The building density was similar- 47 buildings vs. 44 in the ground truth, however the
scale of the building masses was smaller- with total built area of 5997 sqm vs. 8748
sqm in the ground truth. This finding can be explained by the fact that this particular
area is the commercial and the historical center of the town; therefore, it is the first to
undergo a densification process. Since the model completed the blank part with
patterns learned from the context, it reproduced the same building typology as the
surroundings which to date are not considerably densified yet.

However, as shown in Figure 4f, the results generated for Fureidis were not as
accurate. Specifically, the building density was lower- only 61 buildings with a total
built area of 6012 sqm vs. 78 buildings with total built area of 9428 sqm in the ground
truth. The generated roads were less consistent with the ground truth in terms of
continuity, likely due to the different structure of Fureidis where topography plays a
more significant role, a dimension which is currently not addressed by the model.
Notwithstanding, the topology of the road network was partially preserved. Moreover,
the model adapted the existing network to self-generated morphology- replacing a
planned round-about with a three-armed junction. This trend becomes even more
evident in the test results for New York (see Figure 4i): since the model was not yet
familiar with continuous, orthogonal grids, the road network was transformed to
become dead-end streets and 3-armed junctions. The missing building masses were
completed according to the Jisr az-Zarqa morphology, and the model attempted to not
just fill in the blank part of the map, but also to modify the surrounding context.
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As the testing results of study 3 for Jisr az-Zarga revealed that the model can
reproduce urban fabric with similar morphological features, Figure 5 demonstrates
several alternatives of new infill within an existing urban. The different outputs
generated by the model had only a slight offset in the input maps. Such small offset
enables the user to remain in the same surrounding context yet creates different settings
for the model with a high degree of variation between the outputs in terms of building
layout and additional or modified roads.

Jisr az-Zarqa

Fureidis

New York

S
(h) Input

Figure 4. Study 3—Test results for the trained model. Upper row - Jisr az-Zarqa, middle row-
Fureidis, bottom row- New York. Ground truth (lefi), input (center) and model output (right).
(Credit: MTRL 2021, Technion IIT)

(a) Ground truth (b) Generated- alternative 1 (€) Generated- alternative 2 (d) Generated- alternative 3

Figure 5. Study 3- An example of generating multiple alternatives (b-c-d) for a new infill fabric in

Jisr az-Zarqa. (Credit: MTRL 2021, Technion IIT)
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7. Discussion

7.1. MACHINE LEARNING FOR COMPLEX URBAN MORPHOLOGY
GENERATION

The results of the present study revealed that machine-learning models hold great
potential in the research and practice in informal and non-planned contexts. Unlike
other popular approaches that require complex and time-consuming analysis, ML
models are capable of learning local patterns and generating new outputs, as well as
making adjustments in the existing fabric.

GAN models, specifically Pix2PixHD, are an effective method for urban design. An
efficiently trained GAN model can reproduce a complex urban fabric of a non-planned
settlement, with morphological resemblance of buildings and consistent topological
qualities of the road network. The results of Studies 1-3 emphasize that the success of
the ML approach largely depends on the quality of the training data. Specifically, we
determined that good performance depends on distinct labelling, appropriate scale, and
an appropriate balance between dataset size and training epochs in order to avoid
overfit. In Studies 1-3, the best results were achieved at the scale of 1:2000, with dataset
size of at least 1100 maps, and with 500 training epochs. In addition, we demonstrated
that the trained model can be used in other settlements with similar morphology.

The ability to provide long-term sustainable solutions largely depends on the
evaluation of the suggested policies and interventions. In this study, we presented a
method to generate multiple output variations that allows professionals and the
community to reflect on the potential outcomes of different scenarios as part of the
design process.

7.2. LIMITATIONS AND FUTURE RESEARCH

While the presented method achieved the expected performance, it has several
significant limitations in the broader scope of urban design. Since the model is two-
dimensional, it cannot address topography, building heights, or three-dimensional
visualization of the proposed layouts. Furthermore, as revealed by the results, it
currently fails to generate new urban morphology without full context, such as a new
extension to an existing settlement in an empty area. Furthermore, the proposed method
cannot be adjusted to address design requirements, such as increased density, or
minimal and maximal building sizes.

Accordingly, in order to improve the model’s performance in practical applications,
further research and development would be needed. Notwithstanding, the results of
iterative series of experiments reported in this study contribute to establishing a
methodological framework that can be used as a generative tool in informal contexts.
Our contribution includes the production of datasets for training ML models, testing,
and generating new urban layouts that can be further evaluated as urban design
interventions.

To conclude, the proposed method can bridge the gap between top-down and
bottom-up design practices and generate development alternatives that are sufficiently
sensitive to the local communities, thus promoting preservation of traditional
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knowledge and cultural sustainability.
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Abstract. To attain "carbon neutrality," lowering urban energy use
and increasing the use of renewable resources have become critical
concerns for urban planning and architectural design. Traditional
energy consumption evaluation tools have a high operational threshold,
requiring specific parameter settings and cross-disciplinary knowledge
of building physics. As a result, it is difficult for architects to manage
energy issues through 'trial and error' in the design process. The purpose
of this study is to develop an automated workflow capable of providing
urban configurations that minimizing the energy use while maximizing
rooftop photovoltaic power potential. Based on shape grammar,
parametric meta models of three different urban forms were developed
and batch simulated for its energy performance. Deep reinforcement
learning (DRL) is introduced to find the optimal solution of the urban
geometry. A neural network was created to fit a real-time mapping of
urban form indicators to energy performance and was utilized to predict
reward for the DRL process, namely a Deep R-Network, while nested
within a Deep Q-Network. The workflow proposed in this paper
promotes efficiency in optimizing the energy performance of solutions
in the early stages of design, as well as facilitating a collaborative
design process with human-machine interaction.

Keywords. Energy-driven Urban Design; Intelligent Generative
Design; Rooftop Photovoltaic Power; Deep Reinforcement Learning;
SDG 11; SDG 12.

1. Introduction

Energy consumption in the building sector already accounts for more than 38% of
greenhouse gas emissions and has risen to prominence as a significant contributor to
air pollution and global warming. With various countries implementing carbon

POST-CARBON, Proceedings of the 27th International Conference of the Association for Computer-
Aided Architectural Design Research in Asia (CAADRIA) 2022, Volume 1, 233-242. © 2022 and
published by the Association for Computer-Aided Architectural Design Research in Asia (CAADRIA),
Hong Kong.
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neutrality targets, reducing urban energy consumption, increasing the use of renewable
resources, and enhancing the sustainability of energy systems have become critical
issues for urban planning and building design.

Accurate urban energy consumption prediction models are crucial for designers to
predict the impact of planning and building design as well as decision makers to
develop energy policies and pricing (Ahmad T et al,. 2021). Based on the technical
framework of "Performance-driven Generative Design", this study proposes a data-
driven urban energy modelling approach and an energy-targeted generative design
workflow. By introducing generative design and deep reinforcement learning,
parametric meta models will undergo efficient design iteration in a controlled manner,
ultimately converging to the optimal solution for energy performance.

2. Related works

2.1. ENERGY OPTIMIZATION IN THE EARLY STAGE OF DESIGN

Building Energy Simulation (BES) has developed mature tools and applications over
the last three decades. BES are a complex task that require expert knowledge in a
variety of disciplines, including building geometry, material thermal properties, and
HVAC. Even the simplest simulations require a large amount of input data and a
significant amount of time (Hong T et al,. 2019). Due to these characteristics, BES is
difficult to intervene during the early stage of design, when information is scarce. Pil
Brix Purup reviewed the research framework for developing early BSE tools,
concluding that current software development and information integration remain
significant barriers (Purup, P. B. et al,. 2020).

2.2. URBAN ENERGY PERFORMANCE MODELING

The majority of existing research has concentrated on evaluating and optimizing the
energy consumption of single buildings (Lu S et al,. 2021). However, the principles of
building energy simulation differ at various scales, and the scale effect cannot be
ignored as the scale of energy simulation increases. There is still a dearth of effective
tools for simulating energy consumption at urban scales.

Abbasabadi's review discusses contemporary approaches to energy modeling,
including data-driven approaches and physical-based simulations (Abbasabadi, N. et
al,. 2019). BES at the urban scale using a physical-based approach is a difficult task,
and because no form has been developed during the early stages of urban planning,
urban BES programs and optimization engines must be linked to parametric models.
Additionally, the conventional approach is incapable of dealing with nonlinear
coupling relationships that are complex (Shi, Z. et al,. 2017). There is a need to develop
a data-driven approach to district energy modeling in urban areas that is based on multi-
factor coupling.

2.3. PERFORMANCE-DRIVEN BUILDING DESIGN

To improve the interaction between design and performance evaluation, it is common
to combine generative design, simulation programs, and multi-objective optimization
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to create performance-driven generative designs (Nguyen A T et al,. 2014). As an
important component of building performance, building energy optimization are
combined with generative design to form energy-driven generative design. The results
of the BES are established as the objective function for optimization. Energy-driven
urban design will shape the urban form to accommodate energy infrastructure or
technologies.

Numerous relevant investigations have been conducted utilizing multi-objective
optimization techniques based on genetic algorithms. However, if the generative
design has an excessive number of variable parameters, the search for optimal solutions
can result in dimensional explosion. Increased dimensionality of the solution space in
the urban context reduces the efficiency of the search and makes convergence more
difficult. Cheng illustrates the obstacles faced by urban scale morphology optimization
and proposes a reinforcement learning approach combining parametric geometry with
BES engine to reveal the influence of urban design parameters (Chang S et al,. 2019).
In this paper, we used deep reinforcement learning to determine the optimal
performance.

3. Method

3.1. RESEARCH WORKFLOW

This study is oriented towards the early stages of design, aiming to provide urban
configurations that reduce energy demand and simplify and accelerate the BES
process. In particular, the influence of the surrounding environment is considered,
while providing near-realistic application scenarios in combination with the urban
rooftop PV potential power generation prediction.

Based on shape grammar, parametric meta models of three different urban forms
were developed and batch simulated for its energy performance. A deep neural network
named R-net are used to establish the mapping of key design parameters to energy
consumption, which aim is to provide real-time energy performance predictions for the
reinforcement learning process without going through the BES engine. Finally, the
parametric model is optimized using deep reinforcement learning, and the optimization
of the net urban energy consumption is performed using Deep Q network integrated
with R-net to provide the high-performance urban model to be deepened. The research
workflow is shown in the Fig 1.

3.2. PARAMETRIC META MODELING

Based on Grasshopper shape grammar, the urban generation algorithm developed in
this study can adapt different base red lines as input to automatically segment the
internal street contours and generate building models. According to the use of the base
set to change the type, the urban form is divided into three types: single-point, enclosed
and mixed. The secondary morphology control indexes are established, including floor
area ratio (FAR), building density (4,), average building height (Hg,, ), standard
deviation of building height (H;), average street height to width ratio (H/D), shape
factor (SF) and orientation (Orien.), where orientation refers to the direction of the
parametric modelling process's land cut axis.
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The site is divided into equal areas as much as possible during the automatic
generation of the street profile in order to avoid producing deformed land and wasting
land. The corresponding volume is controlled by the morphological indicators in order
to ensure the urban meta model adapts to the real application scenario. The site's
division mechanism is depicted in Fig 2, and the meta model production operations are
depicted in Fig 3.

Building type ratio settings

b o e ux P,
Parametric modeling of the Caleulation of morphological Energy consumption simulation
urban blocks indicators settings

=8 f au*
Total energy consumption
simulation

P

v
ey
™

L
R-Net Regression Total PV power generation
High performance schemes simulation

Figure 1. The research workflow

3.3. PARAMETRIC META MODELING

The Dragonfly plugin for Rhino & Grasshopper is used to calculate urban energy
consumption. It utilizes OpenStudio as the calculation engine to run district-scale BES.
For the purpose of predicting energy usage intensity during the early stages of design,
default values for parameter settings such as the schedule and air conditioning system
were applied. The fundamental parameters for the BES are listed in Table 1.

Commerce Office Residence
Personnel densily (m*/person) 4 8 3
Lighting power density (W/m®) 10 9 7
Device power density (W/m?2) 16 15 8
Fresh air volume (m*/h(-person)) 19 30 30
Air conditioning sysiem VRF system
Alr conditioning system turn-on | Cooling period: June | - Scptember 30
schedule Heating period: December 1st - February 28th

Table 1. The fundamental parameters for the BES

This calculation of energy consumption takes into account the HVAC system,
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lighting, and electronic equipment. Simultaneously, the roof area of the building is
extracted and the solar photovoltaic energy generation system is configured to operate
at the fixed power level. Total energy consumption (E¢,:q;) and total photovoltaic
energy generation (Ggy¢q;) are included in the computation results. The term "net
energy consumption (E,;)" refers to the Eptar — Grotar-
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Figure 2. (a) Example of a data tree, (b) Site division based on data tree

Figure 3. (a) Generative process of single-point type, (b) Generative process of enclosed type, (c)
Generative process of mixed type, (d) Three examples of parametric meta models
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Dragonfly was created in 3 stages. Step 1, a single building simulation was
performed, taking into account the shading of nearby buildings within 50 meters. Step
2, the urban BES was converted into multiple single energy models. Because the
functional ratios of the city have a significant impact on energy use patterns, the urban
BES in this study was set up with three building types that were randomly assigned in
the regional model: office building (Office) (15-35%), commercial building
(Comm.) (15-35%), residential building (Resid.) (30-70%). Step 3, Large-scale single
building energy consumption was calculated with parallel computing and aggregated
as a training dataset for R-net.

3.4. INTERACTIVE PERFORMANCE OPTIMIZATION BASED ON DRL

This study uses deep reinforcement learning (DRL) to discover urban configurations
with optimal energy performance. DRL is a branch of machine learning that has the
potential to realise Artificial General Intelligence (AGI). The process of reinforcement
learning is shown in Fig 4 (a). Reinforcement learning divides the world into two parts:
the Environment and the Agent. The Agent interacts with the Environment by
executing Actions and gets feedback from the Environment. In reinforcement learning,
the feedback is represented in the form of Reward. The Agent learns how to interact
with the Environment more effectively in the loop in order to maximize Reward.

Through the application of dynamic tactics, reinforcement learning enables the
acquisition of extra information and more efficient search in complex environments. In
comparison, as traditional optimization method, genetic algorithms take a large number
of static strategies and choose the most profitable method and its variants to develop
the next generation of strategies. Such a static method is difficult to adapt to the
increasing search dimension, particularly in light of the urban generation challenge.

A typical DRL approach is Deep Q Network (Mnih, V. et al,. 2015), which uses a
neural network to construct a Q-Net mapping from states to values (the sum of all
possible future Rewards), and then executes the action with the highest value in the
action space at each state, as illustrated in Fig 4 (b).

The first step to optimization is to convert the urban generation process into a deep
reinforcement learning process and to configure the environment. The urban
parametric meta model is defined as the agent in our task, and the states and actions are
defined in Fig 4 (c). Each moment can be represented by a collection of normalized
feature parameters s; based on the prior specification of the extraction of urban
morphological indicators and the scaling of building types.

s; ERY,N =10

Where N denotes the number of feature values, in this case, N = 10 .
Normalization is performed to eliminate the magnitude effect. By setting each feature
value of the initial State sy to 0.500, the action of the urban meta model at each
moment is the combination of each feature value moving one Step distance to the left
or right on the number axis since 0.500 which is shown in Fig 4 (c). Step is specified
as the hyperparameter of DQN in this study. Given that some feature values remain
constant throughout an action, the full action space A, is as follows:

N .
A ERM M = (Z' 1(:;V)2
=
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where M is the number of possible actions of the urban meta model.
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Figure 5. A nested Deep Q-R Network for DRL training

The reward function still needs to be defined in the DRL environment
configuration, i.e., to establish a mapping between the urban meta model and its energy
performance. We compared several machine learning methods and selected the best
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performing neural network to build the regression model, as illustrated in Fig 4 (d). The
net energy consumption was calculated from the total energy consumption and the total
PV generation for defining reward. The interval [-1,1] was used to map the value
domain of net energy consumption. The corresponding reward is given according to
the value of the normalized net energy consumption. We encourage the agent to
perform morphological exploration beyond the batch simulation results, by offering
the maximum positive reward. The reward function is defined in Fig 4 (e). 4 (d) and 4
(e) together form the R-Net, which is used for later DQN training.

DQN is a Temporal Difference (TD) algorithm using an Off-line policy. The Off-
line policy refers to the replay buffer, which may store experience and learn in small
batches, enabling not only distributed training, but also avoiding the correlation
between successive experiences. The TD algorithm is implemented by creating two
deep neural networks, Q-Net and Target-Net. They are structurally identical except for
the fact that the weights w of Q-Net are updated in real time while the weights w of
Target-Net are updated in a delayed way to maximize training efficiency. In this study,
a pre-trained R-Net is nested within the DQN network to ensure that the Q-Net can
instantaneously observe the present moment of 7 following the morphological change
of the urban meta model. The improved DQN is illustrated in Fig 5.

4. Results

4.1. DESCRIPTIVE STATISTICS ON DATASET

The batch urban BES engine was set up to randomly sample within the same site red
line by connecting with a parametric meta model, and finally 444 total samples were
collected as the dataset for descriptive statistics and machine learning. Correlation
analysis was performed to establish a link between morphological control indicators,
functional configurations, and energy usage. Pearson correlation coefficient results
indicated that the outcomes were compatible with current morphological investigations
and justified the dataset. The bivariate scatter matrix and correlation analysis of dataset
are shown in Fig 6.
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Figure 6. Bivariate scatter matrix and correlation analysis

4.2. COMPARISON OF MACHINE LEARNING MODELS
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The purpose of using machine learning is to provide DQN with rapid reward feedback
without the use of urban BES. This section compares numerous machine learning
models using Scikit-learn, an open-source machine learning tool for Python, in order
to avoid the effects of different machine learning algorithms' inductive preferences.
Using the hold-out method, 80% of the 444 data were used as the training set and 20%
as the test set to train machine learning regression models. Table 2 compares the
performance of several machine learning models. The neural network outperformed all
other networks in terms of RMSE and R2. Following that, a deep neural network was
developed using PyTorch with hyperparameter optimization, and eventually, an R-Net
was constructed to predict the reward of the DRL process.

Table 2. Comparison of machine learning models

Machine learning method Response: E,pp, (MW) Response: Gy (MW)
RMSE R* RMSE R*
Multiple linear regression 11.605 096 1.4832 0.92
Regression tree 14.429 0.94 1.5967 0.91
Support vector regression 11.662 096 9.4151 0.97
Gaussian process regression 11.535 0956 1.0358 0.96
Ensemnble tree 7.560 0.98 0.7665 0.97
Neural Network 5.982 0,98 0.6572 0,98

4.3. OPTIMAL URBAN FORMS

The DQ-RN environment was constructed in this study using the PyTorch deep
learning framework, and the training process was accelerated using CUDA. By
adjusting € — greedy, several exploration and exploitation strategies were evaluated,
and € — greedy = 0.8 was chosen for training. After up to 20 hours of training, the
total reward curve exhibited a trend toward convergence. The end states of the
extracted single-point type 11000 epoch, enclosed type 18300 epoch, and mixed type
35300 epoch urban meta-models are shown in Fig. 7, and their net energy consumption
has been drastically reduced relative to the beginning state. The mixed model's net
energy consumption is already less than the dataset's minimum net energy
consumption. Meanwhile, the trained models are adaptable to a variety of site boundary
inputs, and the morphological optimal solution can be obtained in less than 100 steps.

Figure 7. Optimal urban forms of 3 urban types

5. Results

The purpose of this study is to develop an automated workflow capable of providing
urban configurations that minimizing the energy use while maximizing rooftop
photovoltaic power potential. Based on shape grammar, parametric meta models of
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three different urban forms were developed and batch simulated for its energy
performance. Deep reinforcement learning is introduced to find the optimal solution of
the urban geometry. In this study, we propose an improved Deep Q-R Network, by
nesting an R-Net within the DQN. This allows for real-time mapping of urban
morphological factors to energy performance, guaranteeing that the deep
reinforcement learning process is efficient. The trained model can be used for urban
optimization search in similar scenarios and will provide several possible solutions in
a short period of time, resulting in a net energy consumption reduction.

Current research has limitations, such as DQN can only handle discrete behaviors
of agent. In urban generation tasks, the design parameters vary as continuous values,
so a hyperparameter Step had to be added in the paper to bridging this gap. However,
such an operation also reduces the diversity of urban metamodel generation. In the
future, combining adversarial generative networks (GANs) with parametric urban meta
models will have the ability to deal with other design requirements like different
distributions of volumes and aesthetic considerations.
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Abstract. Empirical cycling data from across the world illustrates the
many barriers that car-dependent cities face when implementing
cycling programs and infrastructure. Most studies focus on physical
criteria, while perception criteria are less addressed. The correlations
between the two are still largely unknown. This paper introduces a
methodology that utilises computer vision analysis techniques to
evaluate 15,383 Google Street View Images (SVI) of Brisbane City
against both physical and perception cycling criteria. The study seeks
to better understand correlations between the quality of a street
environment and an urban area's 'bicycle-friendliness'. PSPNet Image
Segmentation is utilised against SVIs to determine the percentage of an
image corresponding with objects and the environment related to
specific cycling factors. For physical criteria, these images are then
further analysed by Masked RCNN processes. For perception criteria,
subjective ranking of the images is undertaken using Machine Learning
(ML) techniques to score images based on survey data. The
methodology effectively allows for current findings in cycling research
to be further utilised in combination via computer visioning (CV) and
ML applications to measure different physical elements and urban
design qualities that correspond with bicycle-friendliness. Such
findings can assist targeted design strategies for cities to encourage the
use of safer and more sustainable modes of transport.

Keywords. Bicycle-friendly; Quality Streetscapes; Active Living;
Visual Assessment; Computer Visioning; Machine Learning; SDG 3;
SDG 11.
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1. Introduction

Australia is one of the highest carbon consumers in the world (Global Change Data
Lab, 2020) where transport emissions comprise the third-largest contributor of
greenhouse gas nationally (Department of Industry, Science, Energy and Resources,
2021). Private vehicles contribute to approximately 80% of transit activity across major
cities such as Brisbane City (Australian Bureau of Statistics, 2018). Making the need
for more sustainable transport in Australia vital to achieve key targets of the United
Nations Sustainable Development Goals 11.2 and 3.6 (United Nations, 2021).

It is widely documented that cycling as part of a person's daily routine can reduce
greenhouse gases associated with car usage, whilst also significantly improving
physical and mental wellbeing (TNMT, 2021, Qja et al., 2011). Despite this, the uptake
of cycling has been slow in Australian cities such as Brisbane.

Empirical cycling data from across the world illustrates the many barriers that car-
dependent cities face when implementing cycling programs and infrastructure. This
paper highlights how such findings can be further utilised and analysed at macro-scales,
to identify and evaluate key factors that contribute to the overall bicycle-friendliness of
cities such as Brisbane City. Through this methodology, targeted design strategies
could be better informed to enable and encourage more cycling activity.

2. Literature Review

2.1. OBJECTIVE AND SUBJECTIVE MEASURES

Objective methods of analysis provide important findings into the general physical
features required to enhance cycling environments and encourage more activity. It is
becoming more prevalent, however, that physical elements alone fail to consider the
subtle role that overall and underlying perceptions of an environment can have on
levels of activity (Forbes-Mitchell and Mateo-Babiano, 2015, Osborne and Grant-
Smith, 2017, Rossette et al., 2017, Winters et al., 2012).

Perceptions can be difficult to measure and will vary between demographics,
however, studies such as Ewing and Handy (2009) have begun to successfully quantify
subjective urban design elements and by doing so, effectively measure built-
environment perceptions based on human behaviours.

2.2. COMPUTER VISION AND MACHINE LEARNING IN STREET
MEASURES

A number of recent studies have demonstrated how the use of computer vision and
machine learning (ML) in quantifying social science fundamentals can effectively
predict, undertake and illustrate micro-urban analysis of environments at a macro scale
(Naik etal. 2014, Qiu etal. 2021, Yin and Wang, 2016). Naik et al. (2014), for example,
successfully measured perceived safety, utilising and converting survey data on urban
perceptions to predict the perceived safety scores of streets across 21 cities worldwide
(Qiu et al. 2021). Qiu et al. (2021) further measured four subjective, key urban design
qualities and validated their associated scoring through objective points of interest data.
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